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Preface

Contemporary quantum field theory is mainly developed as quantization of classical fields. Classical field theory thus is a necessary step towards quantum field theory. This book provides an exhaust mathematical foundation of Lagrangian classical field theory and its BRST extension for the purpose of quantization.

Lagrangian theory of Grassmann-graded (even and odd) fields on fibre bundles and graded manifolds is presented in the book in a very general setting. It is adequately formulated in geometric and algebraic topological terms of the jet manifolds and the variational bicomplex. The main ingredients in this formulation are cohomology of the variational bicomplex, the global first variational formula, variational symmetries and supersymmetries, the first Noether theorem, Noether identities, the direct and inverse second Noether theorems, and gauge symmetries.

Degenerate Lagrangian field theories are comprehensively investigated. The hierarchies of their non-trivial reducible Noether identities and gauge symmetries are described in homology terms. The relevant direct and inverse second Noether theorems are formulated in a very general setting.

The study of degeneracy of Lagrangian field theory straightforwardly leads to its BRST extension by Grassmann-graded antifields and ghosts which constitute the chain and cochain complexes of non-trivial Noether identities and gauge symmetries. In particular, a gauge operator is prolonged to a nilpotent BRST operator, and an original field Lagrangian is extended to a non-trivial solution of the classical master equation of Lagrangian BRST theory. This is a preliminary step towards quantization of classical Lagrangian field theory in terms of functional integrals.

The basic field theories, including gauge theory on principal bundles, gravitation theory on natural bundles, theory of spinor fields and topolog-
Field theory, are presented in the book in a very complete way.

Our book addresses a wide audience of theoreticians and mathematical physicists, and aims to be a guide to advanced differential geometric and algebraic topological methods in field theory.

With respect to mathematical prerequisites, the reader is expected to be familiar with the basics of differential geometry of fibre bundles. We have tried to give the necessary mathematical background, thus making the exposition self-contained. For the sake of convenience of the reader, several relevant mathematical topics are compiled in Appendixes.
## Contents

**Preface**

**Introduction**

1. Differential calculus on fibre bundles
   1.1 Geometry of fibre bundles ................................. 5
      1.1.1 Manifold morphisms .................................. 6
      1.1.2 Fibred manifolds and fibre bundles ............... 7
      1.1.3 Vector and affine bundles .......................... 12
      1.1.4 Vector fields, distributions and foliations ...... 18
      1.1.5 Exterior and tangent-valued forms .................. 21
   1.2 Jet manifolds ..................................... 26
   1.3 Connections on fibre bundles ............................ 29
      1.3.1 Connections as tangent-valued forms .............. 30
      1.3.2 Connections as jet bundle sections ............... 32
      1.3.3 Curvature and torsion ............................. 34
      1.3.4 Linear connections ................................. 36
      1.3.5 Affine connections ................................. 38
      1.3.6 Flat connections ................................. 39
      1.3.7 Second order connections ........................... 41
   1.4 Composite bundles .................................... 42
   1.5 Higher order jet manifolds ............................... 46
   1.6 Differential operators and equations .................... 51
   1.7 Infinite order jet formalism ......................... 54

2. Lagrangian field theory on fibre bundles .......................... 61
   2.1 Variational bicomplex .................................. 61
## Contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.2</td>
<td>Lagrangian symmetries</td>
<td>66</td>
</tr>
<tr>
<td>2.3</td>
<td>Gauge symmetries</td>
<td>70</td>
</tr>
<tr>
<td>2.4</td>
<td>First order Lagrangian field theory</td>
<td>73</td>
</tr>
<tr>
<td>2.4.1</td>
<td>Cartan and Hamilton–De Donder equations</td>
<td>75</td>
</tr>
<tr>
<td>2.4.2</td>
<td>Lagrangian conservation laws</td>
<td>78</td>
</tr>
<tr>
<td>2.4.3</td>
<td>Gauge conservation laws. Superpotential</td>
<td>80</td>
</tr>
<tr>
<td>2.4.4</td>
<td>Non-regular quadratic Lagrangians</td>
<td>83</td>
</tr>
<tr>
<td>2.4.5</td>
<td>Reduced second order Lagrangians</td>
<td>87</td>
</tr>
<tr>
<td>2.4.6</td>
<td>Background fields</td>
<td>88</td>
</tr>
<tr>
<td>2.4.7</td>
<td>Variation Euler–Lagrange equation. Jacobi fields</td>
<td>90</td>
</tr>
<tr>
<td>2.5</td>
<td>Appendix. Cohomology of the variational bicomplex</td>
<td>92</td>
</tr>
<tr>
<td>3.1</td>
<td>Grassmann-graded algebraic calculus</td>
<td>99</td>
</tr>
<tr>
<td>3.2</td>
<td>Grassmann-graded differential calculus</td>
<td>104</td>
</tr>
<tr>
<td>3.3</td>
<td>Geometry of graded manifolds</td>
<td>107</td>
</tr>
<tr>
<td>3.4</td>
<td>Grassmann-graded variational bicomplex</td>
<td>115</td>
</tr>
<tr>
<td>3.5</td>
<td>Lagrangian theory of even and odd fields</td>
<td>120</td>
</tr>
<tr>
<td>3.6</td>
<td>Appendix. Cohomology of the Grassmann-graded variational bicomplex</td>
<td>125</td>
</tr>
<tr>
<td>4.1</td>
<td>Noether identities. The Koszul–Tate complex</td>
<td>130</td>
</tr>
<tr>
<td>4.2</td>
<td>Second Noether theorems in a general setting</td>
<td>140</td>
</tr>
<tr>
<td>4.3</td>
<td>BRST operator</td>
<td>147</td>
</tr>
<tr>
<td>4.4</td>
<td>BRST extended Lagrangian field theory</td>
<td>150</td>
</tr>
<tr>
<td>4.5</td>
<td>Appendix. Noether identities of differential operators</td>
<td>154</td>
</tr>
<tr>
<td>5.1</td>
<td>Geometry of Lie groups</td>
<td>165</td>
</tr>
<tr>
<td>5.2</td>
<td>Bundles with structure groups</td>
<td>169</td>
</tr>
<tr>
<td>5.3</td>
<td>Principal bundles</td>
<td>171</td>
</tr>
<tr>
<td>5.4</td>
<td>Principal connections. Gauge fields</td>
<td>175</td>
</tr>
<tr>
<td>5.5</td>
<td>Canonical principal connection</td>
<td>179</td>
</tr>
<tr>
<td>5.6</td>
<td>Gauge transformations</td>
<td>181</td>
</tr>
<tr>
<td>5.7</td>
<td>Geometry of associated bundles. Matter fields</td>
<td>184</td>
</tr>
<tr>
<td>5.8</td>
<td>Yang–Mills gauge theory</td>
<td>188</td>
</tr>
<tr>
<td>5.8.1</td>
<td>Gauge field Lagrangian</td>
<td>188</td>
</tr>
</tbody>
</table>
## Contents

5.8.2 Conservation laws ......................... 190  
5.8.3 BRST extension .......................... 192  
5.8.4 Matter field Lagrangian ................... 194  
5.9 Yang–Mills supergauge theory ............... 196  
5.10 Reduced structure. Higgs fields .............. 198  
5.10.1 Reduction of a structure group ............ 198  
5.10.2 Reduced subbundles ...................... 200  
5.10.3 Reducible principal connections .......... 202  
5.10.4 Associated bundles. Matter and Higgs fields . 203  
5.10.5 Matter field Lagrangian ................... 207  
5.11 Appendix. Non-linear realization of Lie algebras .... 211  

6. Gravitation theory on natural bundles ............... 215  
6.1 Natural bundles .................................. 215  
6.2 Linear world connections ....................... 219  
6.3 Lorentz reduced structure. Gravitational field .... 223  
6.4 Space-time structure ............................ 228  
6.5 Gauge gravitation theory ....................... 232  
6.6 Energy-momentum conservation law ............. 236  
6.7 Appendix. Affine world connections .......... 238  

7. Spinor fields .................................... 243  
7.1 Clifford algebras and Dirac spinors ............ 243  
7.2 Dirac spinor structure ......................... 246  
7.3 Universal spinor structure ..................... 252  
7.4 Dirac fermion fields ............................ 258  

8. Topological field theories ...................... 263  
8.1 Topological characteristics of principal connections .... 263  
8.1.1 Characteristic classes of principal connections ... 264  
8.1.2 Flat principal connections ................... 266  
8.1.3 Chern classes of unitary principal connections ... 270  
8.1.4 Characteristic classes of world connections .... 274  
8.2 Chern–Simons topological field theory .......... 278  
8.3 Topological BF theory .......................... 283  
8.4 Lagrangian theory of submanifolds ............. 286  

9. Covariant Hamiltonian field theory ............... 293
Contents

9.1 Polysymplectic Hamiltonian formalism ................................ 293
9.2 Associated Hamiltonian and Lagrangian systems .................... 298
9.3 Hamiltonian conservation laws ....................................... 304
9.4 Quadratic Lagrangian and Hamiltonian systems .................... 306
9.5 Example. Yang–Mills gauge theory .................................... 313
9.6 Variation Hamilton equations. Jacobi fields .......................... 316

10. Appendixes ............................................................. 319
10.1 Commutative algebra ................................................. 319
10.2 Differential operators on modules ................................... 324
10.3 Homology and cohomology of complexes .......................... 327
10.4 Cohomology of groups ................................................ 330
10.5 Cohomology of Lie algebras ......................................... 333
10.6 Differential calculus over a commutative ring ...................... 334
10.7 Sheaf cohomology .................................................... 337
10.8 Local-ringed spaces .................................................. 346
10.9 Cohomology of smooth manifolds ................................... 348
10.10 Leafwise and fibrewise cohomology ................................. 354

Bibliography ............................................................... 359

Index ............................................................................. 369
Introduction

Contemporary quantum field theory is mainly developed as quantization of classical fields. In particular, a generating functional of Green functions in perturbative quantum field theory depends on an action functional of classical fields. In contrast with quantum field theory, classical field theory can be formulated in a strict mathematical way.

Observable classical fields are an electromagnetic field, Dirac spinor fields and a gravitational field on a world real smooth manifold. Their dynamic equations are Euler–Lagrange equations derived from a Lagrangian. One also considers classical non-Abelian gauge fields and Higgs fields. Basing on these models, we study Lagrangian theory of classical Grassmann-graded (even and odd) fields on an arbitrary smooth manifold in a very general setting. Geometry of principal bundles is known to provide the adequate mathematical formulation of classical gauge theory. Generalizing this formulation, we define even classical fields as sections of smooth fibre bundles and, accordingly, develop their Lagrangian theory as Lagrangian theory on fibre bundles.

Note that, treating classical field theory, we are in the category of finite-dimensional smooth real manifolds, which are Hausdorff, second-countable and paracompact. Let $X$ be such a manifold. If classical fields form a projective $C^\infty(X)$-module of finite rank, their representation by sections of a fibre bundle follows from the well-known Serre–Swan theorem.

Lagrangian theory on fibre bundles is adequately formulated in algebraic terms of the variational bicomplex of exterior forms on jet manifolds [3; 17; 59]. This formulation is straightforwardly extended to Lagrangian theory of even and odd fields by means of the Grassmann-graded variational bicomplex [9; 14; 59]. Cohomology of this bicomplex provides the global first variational formula for Lagrangians and Euler–Lagrange operators, the first
Noether theorem and conservation laws in a general case of supersymmetries depending on derivatives of fields of any order.

Note that there are different descriptions of odd fields on graded manifolds [27; 118] and supermanifolds [29; 45]. Both graded manifolds and supermanifolds are described in terms of sheaves of graded commutative algebras [10]. However, graded manifolds are characterized by sheaves on smooth manifolds, while supermanifolds are constructed by gluing of sheaves on supervector spaces. Treating odd fields on a smooth manifold \( X \), we follow the Serre–Swan theorem generalized to graded manifolds [14]. It states that, if a Grassmann \( C^\infty(\mathbb{R}) \)-algebra is an exterior algebra of some projective \( C^\infty(\mathbb{R}) \)-module of finite rank, it is isomorphic to the algebra of graded functions on a graded manifold whose body is \( X \).

Quantization of Lagrangian field theory essentially depends on its degeneracy characterized by a family of non-trivial reducible Noether identities [9; 15; 63]. A problem is that any Euler–Lagrange operator satisfies Noether identities which therefore must be separated into the trivial and non-trivial ones. These Noether identities can obey first-stage Noether identities, which in turn are subject to the second-stage ones, and so on. If certain conditions hold, this hierarchy of Noether identities is described by the exact Koszul–Tate chain complex of antifields possessing the boundary operator whose nilpotence is equivalent to all non-trivial Noether and higher-stage Noether identities [14; 15].

The inverse second Noether theorem formulated in homology terms associates to this Koszul–Tate complex the cochain sequence of ghosts with the ascent operator, called the gauge operator, whose components are non-trivial gauge and higher-stage gauge symmetries of Lagrangian field theory [15]. These gauge symmetries are parameterized by odd and even ghosts so that \( k \)-stage gauge symmetries act on \((k-1)\)-stage ghosts.

It should be emphasized that the gauge operator unlike the Koszul–Tate one is not nilpotent, unless gauge symmetries are Abelian. Gauge symmetries are said to be algebraically closed if this gauge operator admits a nilpotent extension where \( k \)-stage gauge symmetries are extended to \( k \)-stage BRST (Becchi–Rouet–Stora–Tyutin) transformations acting both on \((k-1)\)-stage and \( k \)-stage ghosts [61]. This nilpotent extension is called the BRST operator. If the BRST operator exists, the cochain sequence of ghosts is brought into the BRST complex.

The Koszul–Tate and BRST complexes provide a BRST extension of original Lagrangian field theory. This extension exemplifies so-called field-antifield theory whose Lagrangians are required to satisfy a certain con-
dition, called the classical master equation. An original Lagrangian is extended to a proper solution of the master equation if the BRST operator exists [15]. This extended Lagrangian, dependent on original fields, ghosts and antifields, is a first step towards quantization of classical field theory in terms of functional integrals [9; 63].

The basic field theories, including gauge theory on principal bundles (Chapter 5), gravitation theory on natural bundles (Chapter 6), theory of spinor fields (Chapter 7) and topological field theory (Chapter 8) are presented in the book in a complete way.

The reader also can find a number of original topics, including: general theory of connections (Section 1.3), geometry of composite bundles (Section 1.4), infinite-order jet formalism (Section 1.7), generalized symmetries (Section 2.2), Grassmann-graded Lagrangian field theory (Section 3.5), second Noether theorems in a general setting (Section 4.2), the BRST complex (Section 4.3), classical Higgs field theory (Section 5.10), gauge theory of gravity as a Higgs field (Section 6.5), gauge energy-momentum conservation laws (Section 6.6), composite spinor bundles (Section 7.3), global Chern–Simons topological field theory (Section 8.2), topological BF (background field) theory (Section 8.3), covariant Hamiltonian field theory (Chapter 9).

For the sake of convenience of the reader, several relevant mathematical topics are compiled in Chapter 10.
Chapter 1

Differential calculus on fibre bundles

This Chapter summarizes the relevant material on fibre bundles, jet manifolds and connections which find application in classical field theory. The material is presented in a fairly informal way. It is tacitly assumed that the reader has some familiarity with the basics of differential geometry [69; 92; 147; 164].

1.1 Geometry of fibre bundles

Throughout the book, all morphisms are smooth (i.e. of class $C^\infty$) and manifolds are smooth real and finite-dimensional. A smooth real manifold is customarily assumed to be Hausdorff and second-countable (i.e., it has a countable base for topology). Consequently, it is a locally compact space which is a union of a countable number of compact subsets, a separable space (i.e., it has a countable dense subset), a paracompact and completely regular space. Being paracompact, a smooth manifold admits a partition of unity by smooth real functions (see Remark 10.7.4). One can also show that, given two disjoint closed subsets $N$ and $N'$ of a smooth manifold $X$, there exists a smooth function $f$ on $X$ such that $f|_N = 0$ and $f|_{N'} = 1$. Unless otherwise stated, manifolds are assumed to be connected (and, consequently, arcwise connected). We follow the notion of a manifold without boundary.

The standard symbols $\otimes$, $\vee$, and $\wedge$ stand for the tensor, symmetric, and exterior products, respectively. The interior product (contraction) is denoted by $\iota$. By $\partial^A_B$ are meant the partial derivatives with respect to coordinates with indices $^B_A$. 
If $Z$ is a manifold, we denote by 
\[ \pi_Z : T\!\!Z \to Z, \quad \pi^*_Z : T^*Z \to Z \]
its tangent and cotangent bundles, respectively. Given coordinates \((z^\alpha)\) on $Z$, they are equipped with the holonomic coordinates 
\[ (z^\lambda, \dot{z}^\lambda), \quad z^\lambda = \frac{\partial z^\lambda}{\partial z^\mu} \dot{z}^\mu, \]
\[ (z^\lambda, \dot{z}_\lambda), \quad \dot{z}_\lambda = \frac{\partial \dot{z}_\mu}{\partial z^\lambda} \dot{z}^\mu, \]
with respect to the holonomic frames \(\{\partial_\lambda\}\) and coframes \(\{dz^\lambda\}\) in the tangent and cotangent spaces to $Z$, respectively. Any manifold morphism $f : Z \to Z'$ yields the tangent morphism 
\[ Tf : T\!\!Z \to T\!\!Z', \quad \dot{z}'^\lambda = \frac{\partial f^\lambda}{\partial x^\mu} \dot{z}^\mu. \]
The symbol $C^\infty(Z)$ stands for the ring of smooth real functions on a manifold $Z$.

1.1.1 Manifold morphisms

Let us consider manifold morphisms of maximal rank. They are immersions (in particular, imbeddings) and submersions. An injective immersion is a submanifold, and a surjective submersion is a fibred manifold (in particular, a fibre bundle).

Given manifolds $M$ and $N$, by the rank of a morphism $f : M \to N$ at a point $p \in M$ is meant the rank of the linear morphism 
\[ T_p f : T_p M \to T_{f(p)} N. \]
For instance, if $f$ is of maximal rank at $p \in M$, then $T_p f$ is injective when $\dim M \leq \dim N$ and surjective when $\dim N \leq \dim M$. In this case, $f$ is called an immersion and a submersion at a point $p \in M$, respectively.

Since $p \mapsto \text{rank}_p f$ is a lower semicontinuous function, then the morphism $T_p f$ is of maximal rank on an open neighbourhood of $p$, too. It follows from the inverse function theorem that:
- if $f$ is an immersion at $p$, then it is locally injective around $p$.
- if $f$ is a submersion at $p$, it is locally surjective around $p$.
If $f$ is both an immersion and a submersion, it is called a local diffeomorphism at $p$. In this case, there exists an open neighbourhood $U$ of $p$ such that 
\[ f : U \to f(U) \]
is a diffeomorphism onto an open set \( f(U) \subset N \).

A manifold morphism \( f \) is called the immersion (resp. submersion) if it is an immersion (resp. submersion) at all points of \( M \). A submersion is necessarily an open map, i.e., it sends open subsets of \( M \) onto open subsets of \( N \). If an immersion \( f \) is open (i.e., \( f \) is a homeomorphism onto \( f(M) \) equipped with the relative topology from \( N \)), it is called the imbedding.

A pair \((M, f)\) is called a submanifold of \( N \) if \( f \) is an injective immersion. A submanifold \((M, f)\) is an imbedded submanifold if \( f \) is an imbedding. For the sake of simplicity, we usually identify \((M, f)\) with \( f(M) \).

There are the following criteria for a submanifold to be imbedded.

**Theorem 1.1.1.** Let \((M, f)\) be a submanifold of \( N \).

(i) The map \( f \) is an imbedding if and only if, for each point \( p \in M \), there exists a (cubic) coordinate chart \((V, \psi)\) of \( N \) centered at \( f(p) \) so that \( f(M) \cap V \) consists of all points of \( V \) with coordinates \((x^1, \ldots, x^m, 0, \ldots, 0)\).

(ii) Suppose that \( f : M \to N \) is a proper map, i.e., the pre-images of compact sets are compact. Then \((M, f)\) is a closed imbedded submanifold of \( N \). In particular, this occurs if \( M \) is a compact manifold.

(iii) If \( \dim M = \dim N \), then \((M, f)\) is an open imbedded submanifold of \( N \).

**1.1.2 Fibred manifolds and fibre bundles**

A triple

\[
\pi : Y \to X, \quad \dim X = n > 0, \tag{1.1.1}
\]

is called a fibred manifold if a manifold morphism \( \pi \) is a surjective submersion, i.e., the tangent morphism

\[
T\pi : TY \to TX
\]

is a surjection. One says that \( Y \) is a total space of a fibred manifold (1.1.1), \( X \) is its base, \( \pi \) is a fibration, and \( Y_x = \pi^{-1}(x) \) is a fibre over \( x \in X \).

Any fibre is an imbedded submanifold of \( Y \) of dimension \( \dim Y - \dim X \). Unless otherwise stated, we assume that

\[ \dim Y \neq \dim X, \]

i.e., fibred manifolds with discrete fibres are not considered.

**Theorem 1.1.2.** A surjection (1.1.1) is a fibred manifold if and only if a manifold \( Y \) admits an atlas of coordinate charts \((U_Y; x^\lambda, y^i)\) such that \((x^\lambda)\)
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are coordinates on $\pi(U_Y) \subset X$ and coordinate transition functions read

$$x^\lambda = f^\lambda(x^\mu), \quad y^i = f^i(x^\mu, y^j).$$

These coordinates are called fibred coordinates compatible with a fibration $\pi$.

By a local section of a surjection (1.1.1) is meant an injection $s : U \to Y$ of an open subset $U \subset X$ such that $\pi \circ s = \text{Id} U$, i.e., a section sends any point $x \in X$ into the fibre $Y_x$ over this point. A local section also is defined over any subset $N \subset X$ as the restriction to $N$ of a local section over an open set containing $N$. If $U = X$, one calls $s$ the global section. Hereafter, by a section is meant both a global section and a local section (over an open subset).

Theorem 1.1.3. A surjection $\pi$ (1.1.1) is a fibred manifold if and only if, for each point $y \in Y$, there exists a local section $s$ of $\pi : Y \to X$ passing through $y$.

The range $s(U)$ of a local section $s : U \to Y$ of a fibred manifold $Y \to X$ is an imbedded submanifold of $Y$. It also is a closed map, which sends closed subsets of $U$ onto closed subsets of $Y$. If $s$ is a global section, then $s(X)$ is a closed imbedded submanifold of $Y$. Global sections of a fibred manifold need not exist.

Theorem 1.1.4. Let $Y \to X$ be a fibred manifold whose fibres are diffeomorphic to $\mathbb{R}^m$. Any its section over a closed imbedded submanifold (e.g., a point) of $X$ is extended to a global section [147]. In particular, such a fibred manifold always has a global section.

Given fibred coordinates $(U_Y; x^\lambda, y^i)$, a section $s$ of a fibred manifold $Y \to X$ is represented by collections of local functions \{s^i = y^i \circ s\} on $\pi(U_Y)$.

A fibred manifold $Y \to X$ is called a fibre bundle if admits a fibred coordinate atlas \{(\pi^{-1}(U_\xi); x^\lambda, y^i)\} over a cover \{\pi^{-1}(U_\xi)\} of $Y$ which is the inverse image of a cover $\mathcal{U} = \{U_\xi\}$ is a cover of $X$. In this case, there exists a manifold $V$, called a typical fibre, such that $Y$ is locally diffeomorphic to the splittings

$$\psi_\xi : \pi^{-1}(U_\xi) \to U_\xi \times V,$$  \hspace{1cm} (1.1.2)

glued together by means of transition functions

$$g_{\xi\zeta} = \psi_\xi \circ \psi^{-1}_\zeta : U_\xi \cap U_\zeta \times V \to U_\xi \cap U_\zeta \times V$$  \hspace{1cm} (1.1.3)
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on overlaps $U_\xi \cap U_\zeta$. Transition functions $\varrho_{\xi\zeta}$ fulfil the cocycle condition

$$\varrho_{\xi\zeta} \circ \varrho_{\zeta\iota} = \varrho_{\xi\iota} \quad (1.1.4)$$

on all overlaps $U_\xi \cap U_\zeta \cap U_\iota$. Restricted to a point $x \in X$, trivialization morphisms $\psi_\xi$ (1.1.2) and transition functions $\varrho_{\xi\zeta}$ (1.1.3) define diffeomorphisms of fibres

$$\psi_\xi(x) : Y_x \to V, \quad x \in U_\xi, \quad (1.1.5)$$

$$\varrho_{\xi\zeta}(x) : V \to V, \quad x \in U_\xi \cap U_\zeta. \quad (1.1.6)$$

Trivialization charts $(U_\xi, \psi_\xi)$ together with transition functions $\varrho_{\xi\zeta}$ (1.1.3) constitute a bundle atlas

$$\Psi = \{(U_\xi, \psi_\xi), \varrho_{\xi\zeta}\} \quad (1.1.7)$$

of a fibre bundle $Y \to X$. Two bundle atlases are said to be equivalent if their union also is a bundle atlas, i.e., there exist transition functions between trivialization charts of different atlases.

A fibre bundle $Y \to X$ is uniquely defined by a bundle atlas. Given an atlas $\Psi$ (1.1.7), there is a unique manifold structure on $Y$ for which $\pi : Y \to X$ is a fibre bundle with the typical fibre $V$ and the bundle atlas $\Psi$. All atlases of a fibre bundle are equivalent.

Remark 1.1.1. The notion of a fibre bundle introduced above is the notion of a smooth locally trivial fibre bundle. In a general setting, a continuous fibre bundle is defined as a continuous surjective submersion of topological spaces $Y \to X$. A continuous map $\pi : Y \to X$ is called a submersion if, for any point $y \in Y$, there exists an open neighborhood $U$ of the point $\pi(y)$ and a right inverse $\sigma : U \to Y$ of $\pi$ such that $\sigma \circ \pi(y) = y$, i.e., there exists a local section of $\pi$. The notion of a locally trivial continuous fibre bundle is a repetition of that of a smooth fibre bundle, where trivialization morphisms $\psi_\xi$ and transition functions $\varrho_{\xi\zeta}$ are continuous.

We have the following useful criteria for a fibred manifold to be a fibre bundle.

**Theorem 1.1.5.** If a fibration $\pi : Y \to X$ is a proper map, then $Y \to X$ is a fibre bundle. In particular, a fibred manifold with a compact total space is a fibre bundle.

**Theorem 1.1.6.** A fibred manifold whose fibres are diffeomorphic either to a compact manifold or $\mathbb{R}^r$ is a fibre bundle [115].
A comprehensive relation between fibred manifolds and fibre bundles is given in Remark 1.3.2. It involves the notion of an Ehresmann connection. Unless otherwise stated, we restrict our consideration to fibre bundles. Without a loss of generality, we further assume that a cover \( \mathfrak{U} \) for a bundle atlas of \( Y \to X \) also is a cover for a manifold atlas of the base \( X \). Then, given a bundle atlas \( \Psi \) (1.1.7), a fibre bundle \( Y \) is provided with the associated bundle coordinates

\[
x^\lambda(y) = (x^\lambda \circ \pi)(y), \quad y^i(y) = (y^i \circ \psi_\xi)(y), \quad y \in \pi^{-1}(U_\xi),
\]

where \( x^\lambda \) are coordinates on \( U_\xi \subset X \) and \( y^i \), called fibre coordinates, are coordinates on a typical fibre \( V \).

The forthcoming Theorems 1.1.7 – 1.1.9 describe the particular covers which one can choose for a bundle atlas. Throughout the book, only proper covers of manifolds are considered, i.e., \( U_\xi \neq U_\zeta \) if \( \zeta \neq \xi \). Recall that a cover \( \mathfrak{U}' \) is a refinement of a cover \( \mathfrak{U} \) if, for each \( U' \in \mathfrak{U}' \), there exists \( U \in \mathfrak{U} \) such that \( U' \subset U \). Of course, if a fibre bundle \( Y \to X \) has a bundle atlas over a cover \( \mathfrak{U} \) of \( X \), it admits a bundle atlas over any refinement of \( \mathfrak{U} \).

A fibred manifold \( Y \to X \) is called trivial if \( Y \) is diffeomorphic to the product \( X \times V \). Different trivializations of \( Y \to X \) differ from each other in surjections \( Y \to V \).

**Theorem 1.1.7.** Any fibre bundle over a contractible base is trivial.

However, a fibred manifold over a contractible base need not be trivial, even its fibres are mutually diffeomorphic.

It follows from Theorem 1.1.7 that any cover of a base \( X \) consisting of domains (i.e., contractible open subsets) is a bundle cover.

**Theorem 1.1.8.** Every fibre bundle \( Y \to X \) admits a bundle atlas over a countable cover \( \mathfrak{U} \) of \( X \) where each member \( U_\xi \) of \( \mathfrak{U} \) is a domain whose closure \( \overline{U_\xi} \) is compact [69].

If a base \( X \) is compact, there is a bundle atlas of \( Y \) over a finite cover of \( X \) which obeys the condition of Theorem 1.1.8.

**Theorem 1.1.9.** Every fibre bundle \( Y \to X \) admits a bundle atlas over a finite cover \( \mathfrak{U} \) of \( X \), but its members need not be contractible and connected.

**Proof.** Let \( \Psi \) be a bundle atlas of \( Y \to X \) over a cover \( \mathfrak{U} \) of \( X \). For any cover \( \mathfrak{U} \) of a manifold \( X \), there exists its refinement \( \{U_{ij}\} \), where \( j \in \mathbb{N} \) and \( i \) runs through a finite set such that \( U_{ij} \cap U_{ik} = \emptyset \), \( j \neq k \). Let \( \{(U_{ij}, \psi_{ij})\} \)
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be the corresponding bundle atlas of a fibre bundle $Y \to X$. Then $Y$ has the finite bundle atlas

$$U_i = \bigcup_j U_{ij}, \quad \psi_i(x) = \psi_{ij}(x), \quad x \in U_{ij} \subset U_i.$$

Morphisms of fibre bundles, by definition, are fibrewise morphisms, sending a fibre to a fibre. Namely, a bundle morphism of a fibre bundle $\pi : Y \to X$ to a fibre bundle $\pi' : Y' \to X'$ is defined as a pair $(\Phi, f)$ of manifold morphisms which form a commutative diagram

$$\begin{array}{ccc}
Y & \xrightarrow{\Phi} & Y' \\
\pi \downarrow & & \downarrow \pi' \\
X & \xrightarrow{f} & X'
\end{array}$$

$$\pi' \circ \Phi = f \circ \pi.$$

Bundle injections and surjections are called bundle monomorphisms and epimorphisms, respectively. A bundle diffeomorphism is called a bundle isomorphism, or a bundle automorphism if it is an isomorphism to itself. For the sake of brevity, a bundle morphism over $f = \text{Id} X$ is often said to be a bundle morphism over $X$, and is denoted by $Y \to X$. In particular, a bundle automorphism over $X$ is called a vertical automorphism.

A bundle monomorphism $\Phi : Y \to Y'$ over $X$ is called a subbundle of a fibre bundle $Y' \to X$ if $\Phi(Y)$ is a submanifold of $Y'$. There is the following useful criterion for an image and an inverse image of a bundle morphism to be subbundles.

**Theorem 1.1.10.** Let $\Phi : Y \to Y'$ be a bundle morphism over $X$. Given a global section $s$ of the fibre bundle $Y' \to X$ such that $s(X) \subset \Phi(Y)$, by the kernel of a bundle morphism $\Phi$ with respect to a section $s$ is meant the inverse image

$$\text{Ker}_s \Phi = \Phi^{-1}(s(X))$$

of $s(X)$ by $\Phi$. If $\Phi : Y \to Y'$ is a bundle morphism of constant rank over $X$, then $\Phi(Y)$ and $\text{Ker}_s \Phi$ are subbundles of $Y'$ and $Y$, respectively.

In conclusion, let us describe the following standard constructions of new fibre bundles from the old ones.

- Given a fibre bundle $\pi : Y \to X$ and a manifold morphism $f : X' \to X$, the pull-back of $Y$ by $f$ is called the manifold

$$f^*Y = \{(x', y) \in X' \times Y : \pi(y) = f(x')\}$$

(1.1.8)
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together with the natural projection \((x', y) \to x'\). It is a fibre bundle over \(X'\) such that the fibre of \(f^*Y\) over a point \(x' \in X'\) is that of \(Y\) over the point \(f(x') \in X\). There is the canonical bundle morphism

\[
 f_Y : f^*Y \ni (x', y)_{|\pi(y)=f(x')} \to y \in Y.
\]

Any section \(s\) of a fibre bundle \(Y \to X\) yields the pull-back section \(f^*s(x') = (x', s(f(x'))\) of \(f^*Y \to X'\).

• If \(X' \subset X\) is a submanifold of \(X\) and \(i_{X'}\) is the corresponding natural injection, then the pull-back bundle \(i_{X'}^*Y = Y|_{X'}\) is called the restriction of a fibre bundle \(Y\) to the submanifold \(X' \subset X\). If \(X'\) is an imbedded submanifold, any section of the pull-back bundle

\[
 Y|_{X'} \to X'
\]

is the restriction to \(X'\) of some section of \(Y \to X\).

• Let \(\pi : Y \to X\) and \(\pi' : Y' \to X\) be fibre bundles over the same base \(X\). Their bundle product \(Y \times_X Y'\) over \(X\) is defined as the pull-back

\[
 Y \times_X Y' = \pi^*Y' \quad \text{or} \quad Y \times Y' = \pi'^*Y
\]

together with its natural surjection onto \(X\). Fibres of the bundle product \(Y \times Y'\) are the Cartesian products \(Y_x \times Y'_x\) of fibres of fibre bundles \(Y\) and \(Y'\).

1.1.3 Vector and affine bundles

A vector bundle is a fibre bundle \(Y \to X\) such that:

• its typical fibre \(V\) and all the fibres \(Y_x = \pi^{-1}(x), x \in X\), are real finite-dimensional vector spaces;

• there is a bundle atlas \(\Psi (1.1.7)\) of \(Y \to X\) whose trivialization morphisms \(\psi_\xi (1.1.5)\) and transition functions \(\varrho_{\xi\zeta} (1.1.6)\) are linear isomorphisms.

Accordingly, a vector bundle is provided with linear bundle coordinates \((y^i)\) possessing linear transition functions \(y^i = A^i_j(x) y^j\). We have

\[
y = y^i e_i(\pi(y)) = y^i \psi_\xi(\pi(y))^{-1}(e_i), \quad \pi(y) \in U_\xi,
\]

where \(\{e_i\}\) is a fixed basis for the typical fibre \(V\) of \(Y\), and \(\{e_i(x)\}\) are the fibre bases (or the frames) for the fibres \(Y_x\) of \(Y\) associated to the bundle atlas \(\Psi\).
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By virtue of Theorem 1.1.4, any vector bundle has a global section, e.g., the canonical global zero-valued section \( \hat{0}(x) = 0 \). Global sections of a vector bundle \( Y \to X \) constitute a projective \( C^\infty(X) \)-module \( Y(X) \) of finite rank. It is called the structure module of a vector bundle.

**Theorem 1.1.11.** Let a vector bundle \( Y \to X \) admit \( m = \dim V \) nowhere vanishing global sections \( s_i \) which are linearly independent, i.e., \( \wedge^m s_i \neq 0 \). Then \( Y \) is trivial.

**Proof.** Values of these sections define the frames \( \{ s_j(x) \} \) for all fibres \( V_x, \ x \in X \). Linear fibre coordinates \( (y^i) \) with respect to these frames form a bundle coordinate atlas with identity transition functions of fibre coordinates. □

Theorem 10.9.2 and Serre–Swan Theorem 10.9.3 state the categorial equivalence between the vector bundles over a smooth manifold \( X \) and projective \( C^\infty(X) \)-modules of finite rank. Therefore, the differential calculus (including linear differential operators, linear connections) on vector bundles can be algebraically formulated as the differential calculus on these modules. We however follow fibre bundle formalism because classical field theory is not restricted to vector bundles.

By a morphism of vector bundles is meant a linear bundle morphism, which is a linear fibrewise map whose restriction to each fibre is a linear map.

Given a linear bundle morphism \( \Phi : Y' \to Y \) of vector bundles over \( X \), its kernel \( \Ker \Phi \) is defined as the inverse image \( \Phi^{-1}(\hat{0}(X)) \) of the canonical zero-valued section \( \hat{0}(X) \) of \( Y \). By virtue of Theorem 1.1.10, if \( \Phi \) is of constant rank, its kernel and its range are vector subbundles of the vector bundles \( Y' \) and \( Y \), respectively. For instance, monomorphisms and epimorphisms of vector bundles fulfil this condition.

There are the following particular constructions of new vector bundles from the old ones.

- Let \( Y \to X \) be a vector bundle with a typical fibre \( V \). By \( Y^* \to X \) is denoted the dual vector bundle with the typical fibre \( V^* \) dual of \( V \). The interior product of \( Y \) and \( Y^* \) is defined as a fibred morphism

\[
\lambda : Y \otimes Y^* \to X \times \mathbb{R}.
\]

- Let \( Y \to X \) and \( Y' \to X \) be vector bundles with typical fibres \( V \) and \( V' \), respectively. Their Whitney sum \( Y \oplus Y' \) is a vector bundle over \( X \) with the typical fibre \( V \oplus V' \).
Let $Y \to X$ and $Y' \to X$ be vector bundles with typical fibres $V$ and $V'$, respectively. Their tensor product $Y \otimes_X Y'$ is a vector bundle over $X$ with the typical fibre $V \otimes V'$. Similarly, the exterior product of vector bundles $Y \wedge_X Y'$ is defined. The exterior product

$$\wedge Y = X \times \mathbb{R} \oplus X \oplus \cdots \oplus X \oplus \cdots \wedge X, \quad k = \dim Y - \dim X$$

(1.1.11)

is called the exterior bundle.

**Remark 1.1.2.** Given vector bundles $Y$ and $Y'$ over the same base $X$, every linear bundle morphism

$$\Phi : Y_x \ni \{e_i(x)\} \to \{\Phi^k_i(x)e'_k(x)\} \in Y'_x$$

ever X defines a global section

$$\Phi : x \mapsto \Phi^k_i(x)e^i(x) \oplus e'_k(x)$$

de the tensor product $Y \otimes Y'$, and *vice versa.*

A sequence

$$Y' \overset{i}{\longrightarrow} Y \overset{j}{\longrightarrow} Y''$$

of vector bundles over the same base $X$ is called exact at $Y$ if $\text{Ker } j = \text{Im } i$. A sequence of vector bundles

$$0 \to Y' \overset{i}{\longrightarrow} Y \overset{j}{\longrightarrow} Y'' \to 0$$

(1.1.12)

over $X$ is said to be a *short exact sequence* if it is exact at all terms $Y'$, $Y$, and $Y''$. This means that $i$ is a bundle monomorphism, $j$ is a bundle epimorphism, and $\text{Ker } j = \text{Im } i$. Then $Y''$ is the factor bundle $Y/Y'$ whose structure module is the quotient $Y(X)/Y'(X)$ of the structure modules of $Y$ and $Y'$. Given an exact sequence of vector bundles (1.1.12), there is the exact sequence of their duals

$$0 \to Y'^* \overset{j^*}{\longrightarrow} Y^* \overset{i^*}{\longrightarrow} Y''^* \to 0.$$ 

One says that an exact sequence (1.1.12) is split if there exists a bundle monomorphism $s : Y'' \to Y$ such that $j \circ s = \text{Id } Y''$ or, equivalently,

$$Y = i(Y') \oplus s(Y'') = Y' \oplus Y''.$$ 

**Theorem 1.1.12.** *Every exact sequence of vector bundles* (1.1.12) *is split [80]*.
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This theorem is a corollary of the Serre–Swan Theorem 10.9.3 and Theorem 10.1.3.

The tangent bundle $TZ$ and the cotangent bundle $T^*Z$ of a manifold $Z$ exemplify vector bundles.

**Remark 1.1.3.** Given an atlas $\Psi_Z = \{(U_i, \phi_i)\}$ of a manifold $Z$, the tangent bundle is provided with the *holonomic bundle atlas*

$$\Psi_T = \{(U_i, \psi_i = T\phi_i)\},$$

where $T\phi_i$ is the tangent morphism to $\phi_i$. The associated linear bundle coordinates are holonomic (or *induced*) coordinates $(\dot{z}^\lambda)$ with respect to the holonomic frames $\{\partial_\lambda\}$ in tangent spaces $T_zZ$.

The tensor product of tangent and cotangent bundles

$$T = (\otimes^m TZ) \otimes (\otimes^k T^*Z), \quad m, k \in \mathbb{N},$$

is called a *tensor bundle*, provided with holonomic bundle coordinates $(\dot{x}^{\alpha_1\cdots\alpha_m})$ possessing transition functions

$$\dot{x}^{\alpha_1\cdots\alpha_m} = \frac{\partial x^{\alpha_1}}{\partial x^\mu_1} \cdots \frac{\partial x^{\alpha_m}}{\partial x^\mu_m} \cdot \frac{\partial x^{\nu_k}}{\partial x^{\beta_1}} \cdots \frac{\partial x^{\nu_k}}{\partial x^{\beta_k}} \cdot \dot{\nu}_1\cdots\dot{\nu}_k.$$

Let $\pi_Y : TY \to Y$ be the tangent bundle of a fibre bundle $\pi : Y \to X$. Given bundle coordinates $(x^\lambda, y^i)$ on $Y$, it is equipped with the holonomic coordinates $(x^\lambda, y^i, \dot{x}^\lambda, \dot{y}^i)$. The tangent bundle $TY' \to Y$ has the subbundle $VY = \operatorname{Ker}(T\pi)$, which consists of the vectors tangent to fibres of $Y$. It is called the *vertical tangent bundle* of $Y$ and is provided with the holonomic coordinates $(x^\lambda, y^i, \dot{y}^i)$ with respect to the vertical frames $\{\partial_i\}$. Every bundle morphism $\Phi : Y \to Y'$ yields the linear bundle morphism over $\Phi$ of the vertical tangent bundles

$$V\Phi : VY \to VY', \quad \dot{y}^i \circ V\Phi = \frac{\partial \Phi^i}{\partial y^j} \dot{y}^j.$$

It is called the *vertical tangent morphism*.

In many important cases, the vertical tangent bundle $VY \to Y$ of a fibre bundle $Y \to X$ is trivial, and is isomorphic to the bundle product

$$VY = Y \times Y^X,$$

where $Y^X$ is some vector bundle. It follows that $VY$ can be provided with bundle coordinates $(x^\lambda, y^i, \overline{y}^i)$ such that transition functions of coordinates $\overline{y}^i$ are independent of coordinates $y^i$. One calls (1.1.16) the *vertical*
splitting. For instance, every vector bundle $Y \to X$ admits the canonical vertical splitting

$$VY = Y \oplus_X Y. \quad (1.1.17)$$

The vertical cotangent bundle $V^*Y \to Y$ of a fibre bundle $Y \to X$ is defined as the dual of the vertical tangent bundle $VY \to Y$. It is not a sub-bundle of the cotangent bundle $T^*Y$, but there is the canonical surjection

$$\zeta : T^*Y \ni \dot{x}_\lambda dx^\lambda + \dot{y}_i dy^i \to \dot{y}_i dy^i \in V^*Y, \quad (1.1.18)$$

where $\{dy^i\}$, possessing transition functions

$$\overline{dy}^i = \frac{\partial y_i}{\partial y^j} dy^j,$$

are the duals of the holonomic frames $\{\partial_i\}$ of the vertical tangent bundle $VY$.

For any fibre bundle $Y$, there exist the exact sequences of vector bundles

$$0 \to VY \to TY \to X \to 0, \quad (1.1.19)$$

$$0 \to Y \times TX \to T^*X \to V^*Y \to 0. \quad (1.1.20)$$

Their splitting, by definition, is a connection on $Y \to X$.

For the sake of simplicity, we agree to denote the pull-backs

$$Y \times TX, \quad Y \times T^*X$$

by $TX$ and $T^*X$, respectively.

Let $\pi : \overline{Y} \to X$ be a vector bundle with a typical fibre $\overline{V}$. An affine bundle modelled over the vector bundle $\overline{Y} \to X$ is a fibre bundle $\pi : Y \to X$ whose typical fibre $V$ is an affine space modelled over $\overline{V}$ such that the following conditions hold.

- All the fibres $Y_x$ of $Y$ are affine spaces modelled over the corresponding fibres $\overline{V}_x$ of the vector bundle $\overline{Y}$.
- There is an affine bundle atlas

$$\Psi = \{(U_\alpha, \psi_\alpha, \varphi_{\alpha\beta}\}$$

of $Y \to X$ whose local trivializations morphisms $\psi_\alpha$ (1.1.5) and transition functions $\varphi_{\alpha\beta}$ (1.1.6) are affine isomorphisms.

Dealing with affine bundles, we use only affine bundle coordinates $(y^i)$ associated to an affine bundle atlas $\Psi$. There are the bundle morphisms

$$Y \times \overline{Y} \to Y, \quad (y^i, \overline{y}^i) \to y^i + \overline{y}^i, \quad (y^i, y'^i) \to y^i - y'^i.$$
where \((\tilde{y}^i)\) are linear coordinates on the vector bundle \(Y\).

By virtue of Theorem 1.1.4, affine bundles have global sections, but in contrast with vector bundles, there is no canonical global section of an affine bundle. Let \(\pi : Y \rightarrow X\) be an affine bundle. Every global section \(s\) of an affine bundle \(Y \rightarrow X\) modelled over a vector bundle \(Y' \rightarrow X\) yields the bundle morphisms

\[
Y \ni y \mapsto y - s(\pi(y)) \in Y, \quad (1.1.21)
\]
\[
Y' \ni \tilde{y} \mapsto s(\pi(y)) + \tilde{y} \in Y. \quad (1.1.22)
\]

In particular, every vector bundle \(Y\) has a natural structure of an affine bundle due to the morphisms (1.1.22) where \(s = \hat{0}\) is the canonical zero-valued section of \(Y\). For instance, the tangent bundle \(TX\) of a manifold \(X\) is naturally an affine bundle \(ATX\) called the affine tangent bundle.

**Theorem 1.1.13.** Any affine bundle \(Y \rightarrow X\) admits bundle coordinates \((x^\lambda, \tilde{y}^i)\) possessing linear transition functions \(\tilde{y}^i = A_i^j(x)\tilde{y}^j\) (see Example 5.10.2).

**Proof.** Let \(s\) be a global section of \(Y \rightarrow X\). Given fibre coordinates \(y \rightarrow (y^i)\), let us consider the fibre coordinates

\[
y \rightarrow (\tilde{y}^i = y^i - s^i(\pi(y))).
\]

Due to the morphism (1.1.21), they possess linear transition functions. □

One can define the Whitney sum \(Y' \oplus Y\) of a vector bundle \(Y' \rightarrow X\) and an affine bundle \(Y \rightarrow X\) modelled over a vector bundle \(Y \rightarrow X\). This is an affine bundle modelled over the Whitney sum of vector bundles \(Y' \oplus Y\).

By a morphism of affine bundles is meant a bundle morphism \(\Phi : Y \rightarrow Y'\) whose restriction to each fibre of \(Y\) is an affine map. It is called an affine bundle morphism. Every affine bundle morphism \(\Phi : Y \rightarrow Y'\) of an affine bundle \(Y\) modelled over a vector bundle \(\overline{Y} \rightarrow X\) to an affine bundle \(Y'\) modelled over a vector bundle \(\overline{Y}' \rightarrow X\) yields an unique linear bundle morphism

\[
\overline{\Phi} : \overline{Y} \rightarrow \overline{Y}', \quad \overline{y}' = \frac{\partial \Phi}{\partial y^j} \overline{y}^j,
\]

(1.1.23)
called the linear derivative of \(\Phi\).

Similarly to vector bundles, if \(\Phi : Y \rightarrow Y'\) is an affine morphism of affine bundles of constant rank, then \(\Phi(Y)\) and Ker \(\Phi\) are affine subbundles of \(Y'\) and \(Y\), respectively.

Every affine bundle \(Y \rightarrow X\) modelled over a vector bundle \(\overline{Y} \rightarrow X\) admits the canonical vertical splitting

\[
VY = Y \times \overline{Y}.
\]

(1.1.24)
Note that Theorems 1.1.8 and 1.1.9 on a particular cover for bundle atlases remain true in the case of linear and affine atlases of vector and affine bundles.

1.1.4 Vector fields, distributions and foliations

Vector fields on a manifold \( Z \) are global sections of the tangent bundle \( TZ \rightarrow Z \).

The set \( T(Z) \) of vector fields on \( Z \) is both a \( C^\infty(Z) \)-module and a real Lie algebra with respect to the Lie bracket

\[
[v,u] = (v^\lambda \partial_\lambda u^\mu - u^\lambda \partial_\lambda v^\mu) \partial_\mu.
\]

Given a vector field \( u \) on \( X \), a curve \( c: \mathbb{R} \supset () \rightarrow Z \) in \( Z \) is said to be an integral curve of \( u \) if \( Tc = u(c) \). Every vector field \( u \) on a manifold \( Z \) can be seen as an infinitesimal generator of a local one-parameter group of diffeomorphisms (a flow), and vice versa [92]. One-dimensional orbits of this group are integral curves of \( u \). A vector field is called complete if its flow is a one-parameter group of diffeomorphisms of \( Z \). For instance, every vector field on a compact manifold is complete.

A vector field \( u \) on a fibre bundle \( Y \rightarrow X \) is called projectable if it projects onto a vector field on \( X \), i.e., there exists a vector field \( \tau \) on \( X \) such that

\[
\tau \circ \pi = T\pi \circ u.
\]

A projectable vector field takes the coordinate form

\[
u = u^\lambda \partial_\lambda, \quad v = v^\lambda \partial_\lambda,
\]

\[
[u,v] = (v^\lambda \partial_\lambda u^\mu - u^\lambda \partial_\lambda v^\mu) \partial_\mu.
\]

A projectable vector field \( \tau \) on a base \( X \) of a fibre bundle \( Y \rightarrow X \) gives rise to a vector field on \( Y \) by means of a connection on this fibre bundle (see the formula (1.3.6)). Nevertheless, every tensor bundle (1.1.14) admits the canonical lift of vector fields

\[
\tilde{\tau} = \tau^\mu \partial_\mu + [\partial_\nu \tau^{\alpha_1 \cdots \alpha_m} \beta_1 \cdots \beta_k + \cdots - \partial_\beta_1 \tau^{\nu \alpha_1 \cdots \alpha_m} \beta_1 \cdots \beta_k - \cdots j \delta_{\alpha_1 \cdots \alpha_m}].
\]
where we employ the compact notation
\[ \dot{x}_\lambda = \frac{\partial}{\partial x^\lambda}. \] (1.1.27)
This lift is functorial, i.e., it is an \( \mathbb{R} \)-linear monomorphism of the Lie algebra \( T(X) \) of vector fields on \( X \) to the Lie algebra \( T(Y) \) of vector fields on \( Y \) (see Section 6.1). In particular, we have the functorial lift
\[ \tilde{\tau} = \tau^\mu \partial_\mu + \partial_\nu \tau^\alpha \frac{\partial}{\partial \dot{x}^\alpha} \] (1.1.28)
of vector fields on \( X \) onto the tangent bundle \( TX \) and their functorial lift
\[ \tilde{\tau} = \tau^\mu \partial_\mu - \partial_\beta \tau^\nu \dot{x}_\nu \frac{\partial}{\partial \dot{x}^\beta} \] (1.1.29)
on the cotangent bundle \( T^*X \).

A fibre bundle admitting functorial lift of vector fields on its base is called the natural bundle \([94; 153]\) (see Section 6.1).

A subbundle \( T \) of the tangent bundle \( TZ \) of a manifold \( Z \) is called a regular distribution (or, simply, a distribution). A vector field \( u \) on \( Z \) is said to be subordinate to a distribution \( T \) if it lives in \( T \). A distribution \( T \) is called involutive if the Lie bracket of \( T \)-subordinate vector fields also is subordinate to \( T \).

A subbundle of the cotangent bundle \( T^*Z \) of \( Z \) is called a codistribution \( T^* \) on a manifold \( Z \). For instance, the annihilator \( \text{Ann} T \) of a distribution \( T \) is a codistribution whose fibre over \( z \in Z \) consists of covectors \( w \in T_z^* \) such that \( v[w] = 0 \) for all \( v \in T_z \).

**Theorem 1.1.14.** Let \( T \) be a distribution and \( \text{Ann} T \) its annihilator. Let \( \wedge \text{Ann} T(Z) \) be the ideal of the exterior algebra \( \mathcal{O}^*(Z) \) which is generated by sections of \( \text{Ann} T \rightarrow Z \). A distribution \( T \) is involutive if and only if the ideal \( \wedge \text{Ann} T(Z) \) is a differential ideal \([164]\), i.e.,
\[ d(\wedge \text{Ann} T(Z)) \subset \wedge \text{Ann} T(Z). \]

The following local coordinates can be associated to an involutive distribution \([164]\).

**Theorem 1.1.15.** Let \( T \) be an involutive \( r \)-dimensional distribution on a manifold \( Z \), \( \dim Z = k \). Every point \( z \in Z \) has an open neighborhood \( U \) which is a domain of an adapted coordinate chart \( (z^1, \ldots, z^k) \) such that, restricted to \( U \), the distribution \( T \) and its annihilator \( \text{Ann} T \) are spanned by the local vector fields \( \partial/\partial z^1, \ldots, \partial/\partial z^r \) and the one-forms \( dz^{r+1}, \ldots, dz^k \), respectively.
A connected submanifold $N$ of a manifold $Z$ is called an integral manifold of a distribution $T$ on $Z$ if $TN \subset T$. Unless otherwise stated, by an integral manifold is meant an integral manifold of dimension of $T$. An integral manifold is called maximal if no other integral manifold contains it. The following is the classical theorem of Frobenius.

**Theorem 1.1.16.** Let $T$ be an involutive distribution on a manifold $Z$. For any $z \in Z$, there exists a unique maximal integral manifold of $T$ through $z$, and any integral manifold through $z$ is its open subset.

Maximal integral manifolds of an involutive distribution on a manifold $Z$ are assembled into a regular foliation $F$ of $Z$. A regular $r$-dimensional foliation (or, simply, a foliation) $F$ of a $k$-dimensional manifold $Z$ is defined as a partition of $Z$ into connected $r$-dimensional submanifolds (the leaves of a foliation) $F_i$, $i \in I$, which possesses the following properties [126; 151]. A foliated manifold $(Z, F)$ admits an adapted coordinate atlas

$$\{(U_\xi; z^\lambda; z^i)\}, \quad \lambda = 1, \ldots, n - r, \quad i = 1, \ldots, r, \quad (1.1.30)$$

such that transition functions of coordinates $z^\lambda$ are independent of the remaining coordinates $z^i$ and, for each leaf $F$ of a foliation $F$, the connected components of $F \cap U_\xi$ are given by the equations $z^\lambda = \text{const}$. These connected components and coordinates $(z^i)$ on them make up a coordinate atlas of a leaf $F$. It follows that tangent spaces to leaves of a foliation $F$ constitute an involutive distribution $TF$ on $Z$, called the tangent bundle to the foliation $F$. The factor bundle

$$VF = TZ/TF,$$

called the normal bundle to $F$, has transition functions independent of coordinates $z^i$. Let $TF^* \rightarrow Z$ denote the dual of $TF \rightarrow Z$. There are the exact sequences

$$0 \rightarrow TF \xrightarrow{i^*} TX \rightarrow VF \rightarrow 0, \quad (1.1.31)$$

$$0 \rightarrow \text{Ann}TF \xrightarrow{i^*} T^*X \xrightarrow{i^*_F} TF^* \rightarrow 0 \quad (1.1.32)$$

of vector bundles over $Z$.

It should be emphasized that leaves of a foliation need not be closed or imbedded submanifolds. Every leaf has an open tubular neighborhood $U$, i.e., if $z \in U$, then a leaf through $z$ also belongs to $U$.

A pair $(Z, F)$ where $F$ is a foliation of $Z$ is called a foliated manifold. For instance, any submersion $f : Z \rightarrow M$ yields a foliation

$$F = \{F_p = f^{-1}(p)\}_{p \in f(Z)}.$$
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of $Z$ indexed by elements of $f(Z)$, which is an open submanifold of $M$, i.e., $Z \rightarrow f(Z)$ is a fibred manifold. Leaves of this foliation are closed imbedded submanifolds. Such a foliation is called simple. It is a fibred manifold over $f(Z)$. Any (regular) foliation is locally simple.

1.1.5 Exterior and tangent-valued forms

An exterior $r$-form on a manifold $Z$ is a section $\phi = \frac{1}{r!} \phi_{\lambda_1 \ldots \lambda_r} \, dz^{\lambda_1} \wedge \cdots \wedge dz^{\lambda_r}$ of the exterior product $\wedge^r T^* Z \rightarrow Z$, where

$$dz^{\lambda_1} \wedge \cdots \wedge dz^{\lambda_r} = \frac{1}{r!} \epsilon^{\lambda_1 \ldots \lambda_r \mu_1 \ldots \mu_r} \, dx^{\mu_1} \otimes \cdots \otimes dx^{\mu_r},$$

$$\epsilon^{\lambda_1 \ldots \lambda_r \ldots \lambda_i \ldots \lambda_j \ldots} = - \epsilon^{\lambda_j \ldots \lambda_i \ldots \lambda_k \ldots \lambda_p \ldots},$$

$$\epsilon^{\lambda_1 \ldots \lambda_r \ldots \lambda_i \ldots \lambda_j} = 1.$$

Sometimes, it is convenient to write $\phi = \phi'_{\lambda_1 \ldots \lambda_r} \, dz^{\lambda_1} \wedge \cdots \wedge dz^{\lambda_r}$ without the coefficient $1/r!$.

Let $\mathcal{O}^r(Z)$ denote the vector space of exterior $r$-forms on a manifold $Z$. By definition, $\mathcal{O}^0(Z) = C^\infty(Z)$ is the ring of smooth real functions on $Z$. All exterior forms on $Z$ constitute the $\mathbb{N}$-graded commutative algebra $\mathcal{O}^*(Z)$ of global sections of the exterior bundle $\wedge T^* Z$ (1.1.11) endowed with the exterior product

$$\phi = \frac{1}{r!} \phi_{\lambda_1 \ldots \lambda_r} \, dz^{\lambda_1} \wedge \cdots \wedge dz^{\lambda_r}, \quad \sigma = \frac{1}{s!} \sigma_{\mu_1 \ldots \mu_s} \, dz^{\mu_1} \wedge \cdots \wedge dz^{\mu_s},$$

$$\phi \wedge \sigma = \frac{1}{r! s!} \phi_{\nu_1 \ldots \nu_r \sigma_{\nu_{r+1} \ldots \nu_{r+s}}} \, dz^{\nu_1} \wedge \cdots \wedge dz^{\nu_{r+s}} = \frac{1}{r! s! (r+s)!} \epsilon^{\nu_1 \ldots \nu_{r+s} \alpha_1 \ldots \alpha_{r+s}} \phi_{\nu_1 \ldots \nu_r} \sigma_{\nu_{r+1} \ldots \nu_{r+s}} \, dz^{\alpha_1} \wedge \cdots \wedge dz^{\alpha_{r+s}},$$

such that

$$\phi \wedge \sigma = (-1)^{|\phi||\sigma|} \sigma \wedge \phi,$$

where the symbol $|\phi|$ stands for the form degree. The algebra $\mathcal{O}^*(Z)$ also is provided with the exterior differential

$$d\phi = dz^\mu \wedge \partial_\mu \phi = \frac{1}{r!} \partial_\mu \phi_{\lambda_1 \ldots \lambda_r} \, dz^\mu \wedge dz^{\lambda_1} \wedge \cdots \wedge dz^{\lambda_r}.$$
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which obeys the relations

\[ d \circ d = 0, \quad d(\phi \wedge \sigma) = d(\phi) \wedge \sigma + (-1)^{|\phi|} \phi \wedge d(\sigma). \]

The exterior differential \( d \) makes \( \mathcal{O}^*(Z) \) into a differential graded algebra which is the minimal Chevalley–Eilenberg differential calculus \( \mathcal{O}^* \mathcal{A} \) over the real ring \( \mathcal{A} = C^\infty(Z) \). Its de Rham complex is (10.9.12).

Given a manifold morphism \( f : Z \to Z' \), any exterior \( k \)-form \( \phi \) on \( Z' \) yields the pull-back exterior form \( f^* \phi \) on \( Z \) given by the condition

\[ f^*(\phi \wedge \sigma) = f^*\phi \wedge f^*\sigma, \]

\[ df^*\phi = f^*(d\phi). \]

In particular, given a fibre bundle \( \pi : Y \to X \), the pull-back onto \( Y \) of exterior forms on \( X \) by \( \pi \) provides the monomorphism of graded commutative algebras \( \mathcal{O}^*(X) \to \mathcal{O}^*(Y) \). Elements of its range \( \pi^* \mathcal{O}^*(X) \) are called basic forms. Exterior forms \( \phi : Y \to r \wedge T^*X, \phi = 1^r \lambda_1^{\lambda_1} \ldots \lambda_r^{\lambda_r} dx_{\lambda_1} \wedge \cdots \wedge dx_{\lambda_r} \)

on \( Y \) such that \( u \rfloor \phi = 0 \) for an arbitrary vertical vector field \( u \) on \( Y \) are said to be horizontal forms. Horizontal forms of degree \( n = \dim X \) are called densities. We use for them the compact notation

\[ L = \frac{1}{n!} L_{\mu_1 \ldots \mu_n} dx_{\mu_1} \wedge \cdots \wedge dx_{\mu_n} = \mathcal{L} \omega, \quad \mathcal{L} = L_{1 \ldots n}, \]

\[ \omega = dx_1 \wedge \cdots \wedge dx_n = \frac{1}{n!} L_{\mu_1 \ldots \mu_n} dx_{\mu_1} \wedge \cdots \wedge dx_{\mu_n}, \quad (1.1.33) \]

\[ \omega_\lambda = \partial_\lambda \mid \omega, \quad \omega_{\mu \lambda} = \partial_\mu \mid \partial_\lambda \mid \omega, \]

where \( \epsilon \) is the skew-symmetric Levi–Civita symbol with the component \( \epsilon_{\mu_1 \ldots \mu_n} = 1 \).

The interior product (or contraction) of a vector field \( u \) and an exterior \( r \)-form \( \phi \) on a manifold \( Z \) is given by the coordinate expression

\[ u \rfloor \phi = \sum_{k=1}^r \frac{(-1)^{k-1}}{k!} u^{\lambda_k} \phi_{\lambda_1 \ldots \lambda_k \lambda_{k+1} \ldots \lambda_r} dz_{\lambda_1} \wedge \cdots \wedge \widehat{dz}_{\lambda_k} \wedge \cdots \wedge dz_{\lambda_r} = \frac{1}{(r-1)!} u^{\mu} \phi_{\mu \alpha_2 \ldots \alpha_r} dz_{\alpha_2} \wedge \cdots \wedge dz_{\alpha_r}, \]
where the caret \( \hat{\cdot} \) denotes omission. It obeys the relations
\[
\phi(u_1, \ldots, u_r) = u_r \cdot \cdots \cdot u_1 \phi,
\]
\[
u([\phi \land \sigma]) = u_1 \phi \land \sigma + (-1)^{|\phi|} \phi \land u \sigma.
\]

The Lie derivative of an exterior form \( \phi \) along a vector field \( u \) is
\[
L_u \phi = u \land d\phi + d(u \land \phi),
\]
\[
L_u (\phi \land \sigma) = L_u \phi \land \sigma + \phi \land L_u \sigma.
\]
It is a derivation of the graded algebra \( \mathcal{O}^\ast(Z) \) such that
\[
L_u \circ L_u = L_u \lbrack u, u \rbrack.
\]
In particular, if \( f \) is a function, then
\[
L_u f = u(f) = u \land df.
\]

A tangent-valued \( r \)-form on a manifold \( Z \) is a section
\[
\phi = \frac{1}{r!} \phi^\mu_{\lambda_1 \cdots \lambda_r} dz^\lambda_1 \land \cdots \land dz^\lambda_r \otimes \partial_\mu
\]
of the tensor bundle
\[
\land T^\ast Z \otimes TZ \to Z.
\]

Remark 1.1.4. There is one-to-one correspondence between the tangent-valued one-forms \( \phi \) on a manifold \( Z \) and the linear bundle endomorphisms \( \hat{\phi} : T_Z \to T_Z, \phi : T_Z \ni v \to \phi(z) \in T_Z, \)
\[
\hat{\phi}^\ast : T^\ast Z \to T^\ast Z, \phi^\ast : T^\ast Z \ni v^* \to \phi(z) \land v^* \in T^\ast Z,
\]
over \( Z \) (see Remark 1.1.2). For instance, the canonical tangent-valued one-form
\[
\theta_Z = dz^\lambda \otimes \partial_\lambda
\]
on \( Z \) corresponds to the identity morphisms (1.1.35) and (1.1.36).

Remark 1.1.5. Let \( Z = TX \), and let \( TTX \) be the tangent bundle of \( TX \). There is the bundle endomorphism
\[
J(\partial_\lambda) = \partial_\lambda, \quad J(\partial_\lambda) = 0
\]
of \( TTX \) over \( X \). It corresponds to the canonical tangent-valued form
\[
\theta_J = dx^\lambda \otimes \partial_\lambda
\]
on the tangent bundle \( TX \). It is readily observed that \( J \circ J = 0 \).
The space $O^r(Z) \otimes T(Z)$ of tangent-valued forms is provided with the Frölicher–Nijenhuis bracket

$$\{,\}_{FN}: O^r(Z) \otimes T(Z) \times O^s(Z) \otimes T(Z) \to O^{r+s}(Z) \otimes T(Z),$$

$$[\alpha \otimes u, \beta \otimes v]_{FN} = (\alpha \wedge \beta) \otimes [u, v] + (\alpha \wedge L_u \beta) \otimes v - (L_v \alpha \wedge \beta) \otimes u + (-1)^r(d\alpha \wedge u)[\beta \otimes v + (-1)^s(v \wedge d\beta) \otimes u, \alpha \in O^r(Z), \beta \in O^s(Z), u, v \in T(Z).$$

(1.1.40)

Its coordinate expression is

$$[\phi, \sigma]_{FN} = \frac{1}{r!s!} (\phi \lambda_1 \cdots \lambda_r \partial_\mu \sigma_{\lambda_{r+1} \cdots \lambda_{r+s}} - \sigma \nu_{\lambda_1 \cdots \lambda_r} \partial_\nu \phi_{\lambda_{r+1} \cdots \lambda_{r+s}} - r \phi_{\lambda_1 \cdots \lambda_{r-1} \nu} \partial_\nu \sigma_{\lambda_{r+1} \cdots \lambda_{r+s}} + r \sigma_{\mu \nu \lambda_1 \cdots \lambda_{r+s}} \partial_\nu \phi_{\lambda_{r+1} \cdots \lambda_{r+s}}),$$

$$dz_{\lambda_1} \wedge \cdots \wedge dz_{\lambda_{r+s}} \otimes \partial_\mu, $$

$$\phi \in O^r(Z) \otimes T(Z), \quad \sigma \in O^s(Z) \otimes T(Z).$$

(1.1.41)

There are the relations

$$[\phi, [\sigma, \theta]]_{FN} = [[\phi, \sigma]_{FN}, \theta]_{FN} + (-1)^{r+1}[\phi, [\sigma, \theta]]_{FN},$$

$$[\phi, [\sigma, \theta]]_{FN} = [[\phi, \sigma]_{FN}, \theta]_{FN} + (-1)^{r+1}[\phi, [\sigma, \theta]]_{FN},$$

(1.1.42)

$$\phi, \sigma, \theta \in O^r(Z) \otimes T(Z).$$

Given a tangent-valued form $\theta$, the Nijenhuis differential on $O^r(Z) \otimes T(Z)$ is defined as the morphism

$$d\theta: \psi \to d\theta \psi = [\theta, \psi]_{FN}, \quad \psi \in O^r(Z) \otimes T(Z).$$

By virtue of (1.1.42), it has the property

$$d\theta[\psi, \theta]_{FN} = [d\theta \psi, \theta]_{FN} + (-1)^{r+1}[d\theta \psi, [\psi, \theta]]_{FN}.$$

In particular, if $\theta = u$ is a vector field, the Nijenhuis differential is the Lie derivative of tangent-valued forms

$$L_u \sigma = du \sigma = [u, \sigma]_{FN} = \frac{1}{r!}(u^\nu \partial_\nu \sigma_{\lambda_1 \cdots \lambda_s} - \sigma_{\lambda_1 \cdots \lambda_s} \partial_\nu u^\nu + r \sigma_{\mu \nu \lambda_1 \cdots \lambda_s} \partial_\nu \phi_{\lambda_{r+1} \cdots \lambda_{r+s}}) dx^{\lambda_1} \wedge \cdots \wedge dx^{\lambda_{r+s}} \otimes \partial_\mu, \quad \sigma \in O^r(Z) \otimes T(Z).$$

Let $Y \to X$ be a fibre bundle. We consider the following subspaces of the space $O^r(Y) \otimes T(Y)$ of tangent-valued forms on $Y$:

**horizontal tangent-valued forms**

$$\phi: Y \to \frac{r}{r} T^* X \otimes T Y,$$

$$\phi = dx^{\lambda_1} \wedge \cdots \wedge dx^{\lambda_r} \otimes \frac{1}{r!} [\phi_{\lambda_1 \cdots \lambda_r} (y) \partial_\mu + \phi^\mu_{\lambda_1 \cdots \lambda_r} (y) \partial_\mu],$$

$$\phi = dx^{\lambda_1} \wedge \cdots \wedge dx^{\lambda_r} \otimes \frac{1}{r!} [\phi_{\lambda_1 \cdots \lambda_r} (y) \partial_\mu + \phi^\mu_{\lambda_1 \cdots \lambda_r} (y) \partial_\mu],$$

$$\phi = dx^{\lambda_1} \wedge \cdots \wedge dx^{\lambda_r} \otimes \frac{1}{r!} [\phi_{\lambda_1 \cdots \lambda_r} (y) \partial_\mu + \phi^\mu_{\lambda_1 \cdots \lambda_r} (y) \partial_\mu].$$
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- **projectable horizontal tangent-valued forms**
  \[ \phi = dx^\lambda_1 \wedge \cdots \wedge dx^\lambda_r \otimes \frac{1}{r!} [\phi^\mu_{\lambda_1 \cdots \lambda_r}(x) \partial_\mu + \phi^j_{\lambda_1 \cdots \lambda_r}(y) \partial_j], \]

- **vertical-valued form**
  \[ \phi : Y \to \bigwedge^r T^* X \otimes VY, \]
  \[ \phi = \frac{1}{r!} \phi^j_{\lambda_1 \cdots \lambda_r}(y) dx^\lambda_1 \wedge \cdots \wedge dx^\lambda_r \otimes \partial_j, \]

- **vertical-valued one-forms, called soldering forms**
  \[ \sigma = \sigma_j^i(y) dx^\lambda \otimes \partial_i, \]

- **basic soldering forms**
  \[ \sigma = \sigma_j^i(x) dx^\lambda \otimes \partial_i. \]

**Remark 1.1.6.** The tangent bundle \( TX \) is provided with the canonical soldering form \( \theta_J \) (1.1.39). Due to the canonical vertical splitting
\[ VTX = TX \times_X TX, \] (1.1.43)
the canonical soldering form (1.1.39) on \( TX \) defines the canonical tangent-valued form \( \theta_X \) (1.1.37) on \( X \). By this reason, tangent-valued one-forms on a manifold \( X \) also are called soldering forms.

**Remark 1.1.7.** Let \( Y \to X \) be a fibre bundle, \( f : X' \to X \) a manifold morphism, \( f^*Y \to X' \) the pull-back of \( Y \) by \( f \), and
\[ f_Y : f^*Y \to Y \]
the corresponding bundle morphism (1.1.9). Since
\[ Vf^*Y = f^*VY = f_Y^* VY, \quad Vf_Y Y' = Vf_Y(f(y')) Y, \]
one can define the pull-back \( f^* \phi \) onto \( f^*Y \) of any vertical-valued form \( f \) on \( Y \) in accordance with the relation
\[ f^* \phi(v^1, \ldots, v^r)(y') = \phi(Tf_Y(v^1), \ldots, Tf_Y(v^r))(f_Y(y')). \]

We also mention the \( TX \)-valued forms
\[ \phi : Y \to \bigwedge^r T^* X \otimes TX, \] (1.1.44)
\[ \phi = \frac{1}{r!} \phi^\mu_{\lambda_1 \cdots \lambda_r} dx^\lambda_1 \wedge \cdots \wedge dx^\lambda_r \otimes \partial_\mu, \]
and $V^*Y$-valued forms

$$\phi : Y \to \bigwedge^r T^*X \otimes V^*Y, \quad (1.1.45)$$

$$\phi = \frac{1}{r!} \phi_{\lambda_1 \ldots \lambda_r} dx^{\lambda_1} \wedge \cdots \wedge dx^{\lambda_r} \otimes dy^i.$$  

It should be emphasized that (1.1.44) are not tangent-valued forms, while (1.1.45) are not exterior forms. They exemplify vector-valued forms. Given a vector bundle $E \to X$, by an $E$-valued $k$-form on $X$, is meant a section of the fibre bundle

$$(\bigwedge^k T^*X) \otimes E^* \to X.$$  

### 1.2 Jet manifolds

This Section addresses first and second order jet manifolds of sections of fibre bundles [94; 145].

Given a fibre bundle $Y \to X$ with bundle coordinates $(x^\lambda, y^i)$, let us consider the equivalence classes $j^1_x s$ of its sections $s$, which are identified by their values $s^i(x)$ and the values of their partial derivatives $\partial s^i(x)$ at a point $x \in X$. They are called the first order jets of sections at $x$. One can justify that the definition of jets is coordinate-independent. The key point is that the set $J^1_Y$ of first order jets $j^1_x s$, $x \in X$, is a smooth manifold with respect to the adapted coordinates $(x^\lambda, y^i, y^i_\lambda)$ such that

$$y^i_\lambda (j^1_x s) = \partial s^i(x), \quad y^i_\lambda = \frac{\partial x^\mu}{\partial x^\mu} (\partial s^i + y^i_\mu \partial_i) y^i.$$  

(1.2.1)

It is called the first order jet manifold of a fibre bundle $Y \to X$. We call $(y^i_\lambda)$ the jet coordinate.

**Remark 1.2.1.** Note that there are different notions of jets. Jets of sections are the particular jets of maps [94; 126] and the jets of submanifolds [53; 96] (see Section 8.4). Let us also mention the jets of modules over a commutative ring [96; 112] which are representative objects of differential operators on modules [71; 96]. In particular, given a smooth manifold $X$, the jets of a projective $C^\infty(X)$-module $P$ of finite rank are exactly the jets of sections of the vector bundle over $X$ whose module of sections is $P$ in accordance with the Serre–Swan Theorem 10.9.3. The notion of jets is extended to modules over graded commutative rings [60]. However, the jets of modules over a noncommutative ring can not be defined [60].
1.2. Jet manifolds

The jet manifold $J^1Y$ admits the natural fibrations
\[ \pi^1 : J^1Y \ni j^1_x s \to x \in X, \]  \[ (1.2.2) \]
\[ \pi^0_1 : J^1Y \ni j^1_x s \to s(x) \in Y. \]  \[ (1.2.3) \]

A glance at the transformation law (1.2.1) shows that $\pi^1_0$ is an affine bundle modelled over the vector bundle
\[ T^*X \otimes VY \to Y. \]  \[ (1.2.4) \]

It is convenient to call $\pi^1_0$ (1.2.3) the jet bundle, while $\pi^1_0$ (1.2.3) is said to be the affine jet bundle.

Let us note that, if $Y \to X$ is a vector or an affine bundle, the jet bundle $\pi^1_0$ (1.2.2) is so.

Jets can be expressed in terms of familiar tangent-valued forms as follows. There are the canonical imbeddings
\[ \lambda(1) : J^1Y \to T^*X \otimes TY, \]
\[ \lambda(1) = dx^\lambda \otimes (\partial_\lambda + g^i_\lambda \partial_i) = dx^\lambda \otimes d\lambda, \]  \[ (1.2.5) \]
\[ \theta(1) : J^1Y \to T^*Y \otimes VY, \]
\[ \theta(1) = (dy^i - g^i_\lambda dx^\lambda) \otimes \partial_i = \theta^i \otimes \partial_i, \]  \[ (1.2.6) \]
where $d\lambda$ are said to be total derivatives, and $\theta^i$ are called local contact forms.

**Remark 1.2.2.** We further identify the jet manifold $J^1Y$ with its images under the canonical morphisms (1.2.5) and (1.2.6), and represent the jets $j^1_x s = (x^\lambda, y^i, g^i_\lambda)$ by the tangent-valued forms $\lambda(1)$ (1.2.5) and $\theta(1)$ (1.2.6).

Sections and morphisms of fibre bundles admit prolongations to jet manifolds as follows. Any section $s$ of a fibre bundle $Y \to X$ has the jet prolongation to the section
\[ (J^1s)(x) = j^1_x s, \quad y^i_\lambda \circ J^1s = \partial_\lambda s^i(x), \]
of the jet bundle $J^1Y \to X$. A section of the jet bundle $J^1Y \to X$ is called integrable if it is the jet prolongation of some section of a fibre bundle $Y \to X$.

**Remark 1.2.3.** By virtue of Theorem 1.1.4, the affine jet bundle $J^1Y \to Y$ admits global sections. For instance, if $Y = X \times V$ is a trivial bundle, there is the canonical zero section $\hat{0}(Y)$ of $J^1Y \to Y$ which takes its values into centers of its affine fibres.
Any bundle morphism $\Phi : Y \to Y'$ over a diffeomorphism $f$ admits a 
\textit{jet prolongation} to a bundle morphism of affine jet bundles
\begin{equation}
J^1\Phi : J^1Y \xrightarrow{\Phi} J^1Y',
\end{equation}
\begin{equation}
y'_{\lambda}^i \circ J^1\Phi = \frac{\partial (f^{-1})^{\mu}}{\partial x^{\lambda}} d_{\mu} \Phi^i.
\end{equation}

Any projectable vector field $u$ (1.1.25) on a fibre bundle $Y \to X$ has a 
\textit{jet prolongation} to the projectable vector field
\begin{equation}
J^1u = r_1 \circ J^1u : J^1Y \to J^1TY \to TJ^1Y,
\end{equation}
on the jet manifold $J^1Y$. In order to obtain (1.2.8), the canonical bundle 
morphism
\begin{equation}
r_1 : J^1TY \to TJ^1Y, \quad \hat{y}_{\lambda}^i \circ r_1 = (\hat{y}^i)_\lambda - y_{\lambda}^i \hat{\omega}_{\lambda}^i
\end{equation}
is used. In particular, there is the canonical isomorphism
\begin{equation}
VJ^1Y = J^1VY, \quad \hat{y}_{\lambda}^i = (\hat{y}^i)_\lambda.
\end{equation}

Taking the first order jet manifold of the jet bundle $J^1J^1Y \to X$, we obtain 
the \textit{repeated jet manifold} $J^1J^1Y$ provided with the adapted coordinates 
$(x^\lambda, y^i, \hat{y}_\mu^j, y_{\lambda \mu}^i)$
possessing transition functions
\begin{equation}
y_{\lambda}^i = \frac{\partial x^\alpha}{\partial x'^\alpha} d_{\alpha} y_{\alpha}^i, \quad \hat{y}_{\lambda}^i = \frac{\partial x^\alpha}{\partial x'^\alpha} \hat{d}_{\alpha} y_{\alpha}^i, \quad y_{\mu \lambda}^i = \frac{\partial x^\alpha}{\partial x'^\alpha} \hat{d}_{\alpha} y_{\alpha}^i,
\end{equation}
\begin{equation}
d_{\alpha} = \partial_{\alpha} + \hat{y}_{\alpha}^j \partial_j + y_{\alpha \mu}^i \partial_{\mu}, \quad \hat{d}_{\alpha} = \partial_{\alpha} + \hat{y}_{\alpha}^j \partial_j + y_{\alpha \mu}^i \partial_{\mu}.
\end{equation}

There exist two different affine fibrations of $J^1J^1Y$ over $J^1Y$:
• the familiar affine jet bundle (1.2.3):
\begin{equation}
\pi_{11} : J^1J^1Y \to J^1Y, \quad \hat{y}_{\lambda}^i \circ \pi_{11} = y_{\lambda}^i,
\end{equation}

• the affine bundle
\begin{equation}
J^1\pi_{10}^1 : J^1J^1Y \to J^1Y, \quad \hat{y}_{\lambda}^i \circ J^1\pi_{10}^1 = y_{\lambda}^i.
\end{equation}

In general, there is no canonical identification of these fibrations. The points $q \in J^1J^1Y$, where
\begin{equation}
\pi_{11}(q) = J^1\pi_{10}^1(q),
\end{equation}
form an affine subbundle $\hat{J}Y \to J^1Y$ of $J^1J^1Y$ called the \textit{sesquiholonomic jet manifold}. It is given by the coordinate conditions $\hat{y}_{\lambda}^i = y_{\lambda}^i$, and is coordinated by $(x^\lambda, y^i, \hat{y}_\mu^j, y_{\lambda \mu}^i)$. 
1.3. Connections on fibre bundles

The second order jet manifold $J^2Y$ of a fibre bundle $Y \to X$ can be defined as the affine subbundle of the fibre bundle $J^2Y \to J^1Y$ given by the coordinate conditions

$$y^i_{\lambda\mu} = y^i_{\mu\lambda}.$$ 

It is modelled over the vector bundle $\bigvee_2 T^*X \otimes VY \to J^1Y,$ and is endowed with adapted coordinates $(x^\lambda, y^i, y^i_{\lambda\mu}, y^i_{\mu\lambda} = y^i_{\mu\lambda}),$ possessing transition functions

$$y^i_\lambda = \frac{\partial x^\alpha}{\partial x'^\lambda} d_\alpha y^i, \quad y^i_{\mu\lambda} = \frac{\partial x^\alpha}{\partial x'^\mu} d_\alpha y^i_{\lambda}.$$  \hspace{1cm} (1.2.12)

The second order jet manifold $J^2Y$ also can be introduced as the set of the equivalence classes $j^2_2s$ of sections $s$ of the fibre bundle $Y \to X,$ which are identified by their values and the values of their first and second order partial derivatives at points $x \in X,$ i.e.,

$$y^i_\lambda(j^2_2s) = \partial_\lambda s^i(x), \quad y^i_{\mu\lambda}(j^2_2s) = \partial_\mu \partial_\lambda s^i(x).$$

The equivalence classes $j^2_2s$ are called the second order jets of sections.

Let $s$ be a section of a fibre bundle $Y \to X,$ and let $J^1s$ be its jet prolongation to a section of the jet bundle $J^1Y \to X.$ The latter gives rise to the section $J^1J^1s$ of the repeated jet bundle $J^1J^1Y \to X.$ This section takes its values into the second order jet manifold $J^2Y.$ It is called the second order jet prolongation of a section $s,$ and is denoted by $J^2s.$

**Theorem 1.2.1.** Let $s$ be a section of the jet bundle $J^1Y \to X,$ and let $J^1s$ be its jet prolongation to a section of the repeated jet bundle $J^1J^1Y \to X.$ The following three facts are equivalent:

- $s = J^1s$ where $s$ is a section of a fibre bundle $Y \to X,$
- $J^1s$ takes its values into $J^2Y,$
- $J^{1}s$ takes its values into $J^{2}Y.$

1.3 Connections on fibre bundles

There are several equivalent definitions of a connection on a fibre bundle. We start with the traditional notion of a connection as a splitting of the exact sequences (1.1.19) – (1.1.20), but then follow its definition as a global section of an affine jet bundle [94; 112; 145]. In the case of vector bundles, there is an equivalent definition (10.9.10) of a linear connection on their structure modules.
1.3.1 Connections as tangent-valued forms

A connection on a fibre bundle \( Y \to X \) is defined traditionally as a linear bundle monomorphism
\[
\Gamma : Y \times TX \to TY, \tag{1.3.1}
\]
\[
\Gamma : \dot{x}^\lambda \partial_\lambda \to \dot{x}^\lambda (\partial_\lambda + \Gamma^i_\lambda \partial_i),
\]
over \( Y \) which splits the exact sequence (1.1.19), i.e.,
\[
\pi_T \circ \Gamma = \text{Id} (Y \times TX).
\]
This also is a definition of connections on fibred manifolds (see Remark 1.3.2).

By virtue of Theorem 1.1.12, a connection always exists. The local functions \( \Gamma^i_\lambda (y) \) in (1.3.1) are said to be components of the connection \( \Gamma \) with respect to the bundle coordinates \((x^\lambda, y^i)\) on \( Y \to X \).

The image of \( Y \times TX \) by the connection \( \Gamma \) defines the horizontal distribution \( HY \subset TY \) which splits the tangent bundle \( TY \) as follows:
\[
TY = HY \oplus VY, \tag{1.3.2}
\]
\[
\dot{x}^\lambda \partial_\lambda + \dot{y}^i \partial_i = \dot{x}^\lambda (\partial_\lambda + \Gamma^i_\lambda \partial_i) + (\dot{y}^i - \dot{x}^\lambda \Gamma^i_\lambda) \partial_i.
\]
Its annihilator is locally generated by the one-forms \( dy^i - \Gamma^i_\lambda dx^\lambda \).

Given the horizontal splitting (1.3.2), the surjection
\[
\Gamma : TY \to VY, \tag{1.3.3}
\]
\[
\dot{y}^i \circ \Gamma = \dot{y}^i - \Gamma^i_\lambda \dot{x}^\lambda,
\]
defines a connection on \( Y \to X \) in an equivalent way.

The linear morphism \( \Gamma \) over \( Y \) (1.3.1) yields uniquely the horizontal tangent-valued one-form
\[
\Gamma = dx^\lambda \otimes (\partial_\lambda + \Gamma^i_\lambda \partial_i) \tag{1.3.4}
\]
on \( Y \) which projects onto the canonical tangent-valued form \( \theta_X \) (1.1.37) on \( X \). With this form called the connection form, the morphism (1.3.1) reads
\[
\Gamma : \partial_\lambda \to \partial_\lambda | \Gamma = \partial_\lambda + \Gamma^i_\lambda \partial_i.
\]

Given a connection \( \Gamma \) and the corresponding horizontal distribution (1.3.2), a vector field \( u \) on a fibre bundle \( Y \to X \) is called horizontal if it lives in \( HY \). A horizontal vector field takes the form
\[
u = u^\lambda (y)(\partial_\lambda + \Gamma^i_\lambda \partial_i). \tag{1.3.5}\]
1.3. Connections on fibre bundles

In particular, let $\tau$ be a vector field on the base $X$. By means of the connection form $\Gamma$ (1.3.4), we obtain the projectable horizontal vector field

$$\Gamma \tau = \tau \rfloor \Gamma = \tau^\lambda (\partial_\lambda + \Gamma^i_\lambda \partial_i)$$

(1.3.6)

on $Y$, called the horizontal lift of $\tau$ by means of a connection $\Gamma$. Conversely, any projectable horizontal vector field $u$ on $Y$ is the horizontal lift $\Gamma \tau$ of its projection $\tau$ on $X$. Moreover, the horizontal distribution $HY$ is generated by the horizontal lifts $\Gamma \tau$ (1.3.6) of vector fields $\tau$ on $X$. The horizontal lift

$$T(X) \ni \tau \rightarrow \Gamma \tau \in T(Y)$$

(1.3.7)

is a $C^\infty(X)$-linear module morphism.

Given the splitting (1.3.1), the dual splitting of the exact sequence (1.1.20) is

$$\Gamma : V^*Y \rightarrow T^*Y, \quad \Gamma : \bar{\partial} y^i \rightarrow dy^i - \Gamma^i_\lambda dx^\lambda. \quad (1.3.8)$$

Hence, a connection $\Gamma$ on $Y \rightarrow X$ is represented by the vertical-valued form

$$\Gamma = (dy^i - \Gamma^i_\lambda dx^\lambda) \otimes \partial_i$$

(1.3.9)

such that the morphism (1.3.8) reads

$$\Gamma : \bar{\partial} y^i \rightarrow \Gamma \bar{\partial} y^i = dy^i - \Gamma^i_\lambda dx^\lambda.$$

We call $\Gamma$ (1.3.9) the vertical connection form. The corresponding horizontal splitting of the cotangent bundle $T^*Y$ takes the form

$$T^*Y = T^*X \oplus Y \Gamma(V^*Y), \quad (1.3.10)$$

$$\dot{x}_\lambda dx^\lambda + \dot{y}_i dy^i = (\dot{x}_\lambda + \dot{y}_i \Gamma^i_\lambda) dx^\lambda + \dot{y}_i (dy^i - \Gamma^i_\lambda dx^\lambda).$$

Then we have the surjection

$$\Gamma = \text{pr}_1 : T^*Y \rightarrow T^*X, \quad \dot{x}_\lambda \circ \Gamma = \dot{x}_\lambda + \dot{y}_i \Gamma^i_\lambda, \quad (1.3.11)$$

which also defines a connection on a fibre bundle $Y \rightarrow X$.

**Remark 1.3.1.** Treating a connection as the vertical-valued form (1.3.9), we come to the following important construction. Given a fibre bundle $Y \rightarrow X$, let $f : X' \rightarrow X$ be a morphism and $f^*Y \rightarrow X'$ the pull-back of $Y$ by $f$. Any connection $\Gamma$ (1.3.9) on $Y \rightarrow X$ induces the pull-back connection

$$f^*\Gamma = \left(dy^i - (\Gamma \circ f)_\lambda \frac{\partial f^\lambda}{\partial x'^\mu} dx'^\mu\right) \otimes \partial_i \quad (1.3.12)$$

on $f^*Y \rightarrow X'$ (see Remark 1.1.7).
**Remark 1.3.2.** Let $\pi : Y \to X$ be a fibred manifold. Any connection $\Gamma$ on $Y \to X$ yields a horizontal lift of a vector field on $X$ onto $Y$, but need not defines the similar lift of a path in $X$ into $Y$. Let

$$\mathbb{R} \ni t \mapsto x(t) \in X, \quad \mathbb{R} \ni t \mapsto y(t) \in Y,$$

be smooth paths in $X$ and $Y$, respectively. Then $t \to y(t)$ is called a **horizontal lift** of $x(t)$ if

$$\pi(y(t)) = x(t), \quad \dot{y}(t) \in H_{y(t)}Y, \quad t \in \mathbb{R},$$

where $HY \subset TY$ is the horizontal subbundle associated to the connection $\Gamma$. If, for each path $x(t)$ ($t_0 \leq t \leq t_1$) and for any $y_0 \in \pi^{-1}(x(t_0))$, there exists a horizontal lift $y(t)$ ($t_0 \leq t \leq t_1$) such that $y(t_0) = y_0$, then $\Gamma$ is called the **Ehresmann connection**. A fibred manifold is a fibre bundle if and only if it admits an Ehresmann connection [69].

### 1.3.2 Connections as jet bundle sections

Throughout the book, we follow the equivalent definition of connections on a fibre bundle $Y \to X$ as sections of the affine jet bundle $J^1Y \to Y$.

Let $Y \to X$ be a fibre bundle, and $J^1Y$ its first order jet manifold. Given the canonical morphisms (1.2.5) and (1.2.6), we have the corresponding morphisms

\[ \tilde{\lambda}(1) : J^1Y \times TX \ni (x, \lambda) \mapsto \tilde{\lambda}(1)_X \lambda \in J^1Y \times TY, \quad (1.3.13) \]

\[ \tilde{\theta}(1) : J^1Y \times V^*Y \ni (y, \theta) \mapsto \tilde{\theta}(1)_Y \theta \in J^1Y \times T^*Y, \quad (1.3.14) \]

(see Remark 1.1.2). These morphisms yield the **canonical horizontal splittings** of the pull-back bundles

\[ J^1Y \times TY = \tilde{\lambda}(1)_Y (TX) \oplus VY, \quad (1.3.15) \]

\[ J^1Y \times T^*Y = T^*X \oplus \tilde{\theta}(1)_Y (V^*Y), \quad (1.3.16) \]

Let $\Gamma$ be a global section of $J^1Y \to Y$. Substituting the tangent-valued form

$$\lambda(1) \circ \Gamma = dx^\lambda \otimes (\partial_x + \Gamma^i x_{\partial_i}),$$

we get

$$\tilde{\lambda}(1)_X \lambda \circ \Gamma = \tilde{\lambda}(1)_X (dx^\lambda \otimes (\partial_x + \Gamma^i x_{\partial_i})).$$
in the canonical splitting (1.3.15), we obtain the familiar horizontal splitting (1.3.2) of $TY$ by means of a connection $\Gamma$ on $Y \to X$. Accordingly, substitution of the tangent-valued form $\theta(1) \circ \Gamma = (dy^i - \Gamma_i^\lambda dx^\lambda) \otimes \partial_i$ in the canonical splitting (1.3.16) leads to the dual splitting (1.3.10) of $T^*Y$ by means of a connection $\Gamma$.

**Theorem 1.3.1.** There is one-to-one correspondence between the connections $\Gamma$ on a fibre bundle $Y \to X$ and the global sections $\Gamma : Y \to J^1Y$, 

\[
\Gamma(y^\lambda, y^i, y_i^\lambda) = (x^\lambda, y^i, \Gamma_i^\lambda),
\]

of the affine jet bundle $J^1Y \to Y$.

There are the following corollaries of this theorem.

- Since $J^1Y \to Y$ is affine, a connection on a fibre bundle $Y \to X$ exists in accordance with Theorem 1.1.4.
- Connections on a fibre bundle $Y \to X$ make up an affine space modelled over the vector space of soldering forms on $Y \to X$, i.e., sections of the vector bundle (1.2.4).
- Connection components possess the coordinate transformation law $\Gamma'^{\mu}_{\lambda} = \frac{\partial x^\mu}{\partial x'^{\lambda}}(\partial_i + \Gamma_j^\mu \partial_j)y'^i$.
- Every connection $\Gamma$ (1.3.17) on a fibre bundle $Y \to X$ yields the first order differential operator $D_\Gamma : J^1Y \to T^*X \otimes VY$,

\[
D_\Gamma = \lambda(1) - \Gamma \circ \pi^0 = (y_i^\lambda - \Gamma_i^\lambda)dx^\lambda \otimes \partial_i,
\]
on $Y$ called the **covariant differential** relative to the connection $\Gamma$. If $s : X \to Y$ is a section, from (1.3.18) we obtain its covariant differential

\[
\nabla_\Gamma s = D_\Gamma \circ J^1s : X \to T^*X \otimes VY,
\]

and the covariant derivative

\[
\nabla_\tau = \tau \nabla \Gamma
\]
along a vector field $\tau$ on $X$. A section $s$ is said to be an integral section of a connection $\Gamma$ if it belongs to the kernel of the covariant differential $D_\Gamma$ (1.3.18), i.e.,

\[
\nabla_\Gamma s = 0 \quad \text{or} \quad J^1s = \Gamma \circ s.
\]

**Theorem 1.3.2.** For any global section $s : X \to Y$, there always exists a connection $\Gamma$ such that $s$ is an integral section of $\Gamma$. 

Proof. This connection $\Gamma$ is an extension of the local section 
$s(x) \rightarrow J^1 s(x)$ of the affine jet bundle $J^1 Y \rightarrow Y$ over the closed imbedded submanifold $s(X) \subset Y$ in accordance with Theorem 1.1.4. □

Treating connections as jet bundle sections, one comes to the following two constructions.

(i) Let $Y$ and $Y'$ be fibre bundles over the same base $X$. Given a connection $\Gamma$ on $Y \rightarrow X$ and a connection $\Gamma'$ on $Y' \rightarrow X$, the fibre bundle $Y \times Y' \rightarrow X$ is provided with the product connection $\Gamma \times \Gamma'$:

\[
\Gamma \times \Gamma' = \frac{1}{2} dx^\lambda \otimes \left( \partial_\lambda + \Gamma^i_\lambda \frac{\partial}{\partial y^i} + \Gamma^j_\lambda \frac{\partial}{\partial y'^j} \right).
\] (1.3.21)

(ii) Let $i_Y : Y \rightarrow Y'$ be a subbundle of a fibre bundle $Y' \rightarrow X$ and $\Gamma'$ a connection on $Y' \rightarrow X$. If there exists a connection $\Gamma$ on $Y \rightarrow X$ such that the diagram

\[
\begin{array}{ccc}
Y' & \longrightarrow & J^1 Y \\
i_Y & \uparrow & \uparrow & \Gamma_{iY} \\
Y & \longrightarrow & J^1 Y'
\end{array}
\] is commutative, we say that $\Gamma'$ is reducible to a connection $\Gamma$. The following conditions are equivalent:

- $\Gamma'$ is reducible to $\Gamma$;
- $T i_Y (H Y) = H Y'|_{i_Y (Y)}$, where $H Y \subset TY$ and $H Y' \subset TY'$ are the horizontal subbundles determined by $\Gamma$ and $\Gamma'$, respectively;
- for every vector field $\tau$ on $X$, the vector fields $\Gamma \tau$ and $\Gamma' \tau$ are related as follows:

\[
T i_Y \circ \Gamma \tau = \Gamma' \tau \circ i_Y.
\] (1.3.22)

1.3.3 Curvature and torsion

Let $\Gamma$ be a connection on a fibre bundle $Y \rightarrow X$. Its curvature is defined as the Nijenhuis differential

\[
R = \frac{1}{2} d_\Gamma = \frac{1}{2} [\Gamma, \Gamma]|_{FN} : Y \rightarrow \wedge^2 T^* X \otimes V Y,
\] (1.3.23)

\[
R = \frac{1}{2} R^\lambda_{\mu \nu} dx^\lambda \wedge dx^\mu \otimes \partial_\nu,
\] (1.24)

\[
R^\lambda_{\mu \nu} = \partial_\lambda \Gamma^i_\mu - \partial_\mu \Gamma^i_\lambda + \Gamma^j_\lambda \partial_j \Gamma^i_\mu - \Gamma^j_\mu \partial_j \Gamma^i_\lambda.
\]
1.3. Connections on fibre bundles

This is a $VY$-valued horizontal two-form on $Y$. Given vector fields $\tau$, $\tau'$ on $X$ and their horizontal lifts $\Gamma \tau$ and $\Gamma \tau'$ (1.3.6) on $Y$, we have the relation

$$R(\tau, \tau') = -\Gamma[\tau, \tau'] + [\Gamma \tau, \Gamma \tau'] = \tau^\lambda \tau'^\mu R^i_{\lambda \mu} \partial_i.$$  \hfill (1.3.25)

The curvature (1.3.23) obeys the identities

$$[R, R]_{FN} = 0,$$  \hfill (1.3.26)
$$d \Gamma R = [\Gamma, R]_{FN} = 0.$$  \hfill (1.3.27)

They result from the identity (1.1.41) and the graded Jacobi identity (1.1.42), respectively. The identity (1.3.27) is called the second Bianchi identity. It takes the coordinate form

$$\sum_{(\lambda \mu \nu)} (\partial_\lambda R^i_{\mu \nu} + \Gamma^j_\lambda \partial_j R^i_{\mu \nu} - \partial_j \Gamma^i_\lambda R^j_{\mu \nu}) = 0,$$  \hfill (1.3.28)

where the sum is cyclic over the indices $\lambda$, $\mu$ and $\nu$.

In the same manner, given a soldering form $\sigma$, one defines the soldered curvature

$$\rho = \frac{1}{2} d \sigma \sigma = \frac{1}{2} [\sigma, \sigma]_{FN} : Y \to \wedge^2 T^* X \otimes VY,$$  \hfill (1.3.29)
$$\rho = \frac{1}{2} \rho^i_\lambda dx^\lambda \wedge dx^\mu \otimes \partial_i,$$  
$$\rho^i_\lambda = \sigma^j_\mu \partial_j \sigma^\lambda_i - \sigma^\lambda_i \partial_j \sigma^j_\mu.$$

It fulfills the identities

$$[\rho, \rho]_{FN} = 0,$$  \hfill (1.3.30)
$$d \sigma \rho = [\sigma, \rho]_{FN} = 0,$$

similar to (1.3.26) – (1.3.27).

Given a connection $\Gamma$ and a soldering form $\sigma$, the torsion form of $\Gamma$ with respect to $\sigma$ is defined as

$$T = d \Gamma \sigma = d \sigma \Gamma : Y \to \wedge^2 T^* X \otimes VY,$$  \hfill (1.3.30)
$$T = (\partial_\lambda \sigma^i_\mu + \Gamma^j_\lambda \partial_j \sigma^i_\mu - \partial_j \Gamma^i_\lambda \sigma^j_\mu) dx^\lambda \wedge dx^\mu \otimes \partial_i.$$  \hfill (1.3.30)

It obeys the first Bianchi identity

$$d \Gamma T = d^2 \sigma = [R, \sigma]_{FN} = -d \sigma R.$$  \hfill (1.3.31)

If $\Gamma' = \Gamma + \sigma$, we have the relations

$$T' = T + 2 \rho,$$  \hfill (1.3.32)
$$R' = R + \rho + T.$$  \hfill (1.3.33)
1.3.4 Linear connections

A connection $\Gamma$ on a vector bundle $Y \to X$ is called the linear connection if the section

$$\Gamma : Y \to J^1 Y, \quad \Gamma = dx^\lambda \otimes (\partial_\lambda + \Gamma^i_{\lambda j}(x)y^j\partial_i),$$

(1.3.34)
is a linear bundle morphism over $X$. Note that linear connections are principal connections, and they always exist (see Assertion 5.4.1).

The curvature $R$ (1.3.24) of a linear connection $\Gamma$ (1.3.34) reads

$$R = \frac{1}{2} R_{\lambda \mu i j}(x)y^i dx^\lambda \wedge dx^\mu \otimes \partial_i,$$

(1.3.35)

Due to the vertical splitting (1.1.17), we have the linear morphism

$$R : Y \ni y^i e_i \to \frac{1}{2} R_{\lambda \mu i j}(x)y^i dx^\lambda \wedge dx^\mu \otimes e_i \in \mathcal{O}^2(X) \otimes Y.$$

(1.3.36)

There are the following standard constructions of new linear connections from the old ones.

- Let $Y \to X$ be a vector bundle, coordinated by $(x^\lambda, y^i)$, and $Y^* \to X$ its dual, coordinated by $(x^\lambda, y_i)$. Any linear connection $\Gamma$ (1.3.34) on a vector bundle $Y \to X$ defines the dual linear connection $\Gamma^* = dx^\lambda \otimes (\partial_\lambda - \Gamma^j_{\lambda i}(x)y_j\partial^i)$ (1.3.37) on $Y^* \to X$.

- Let $\Gamma$ and $\Gamma'$ be linear connections on vector bundles $Y \to X$ and $Y' \to X$, respectively. The direct sum connection $\Gamma \oplus \Gamma'$ on the Whitney sum $Y \oplus Y'$ of these vector bundles is defined as the product connection (1.3.21).

- Let $Y$ coordinated by $(x^\lambda, y^i)$ and $Y'$ coordinated by $(x^\lambda, y^a)$ be vector bundles over the same base $X$. Their tensor product $Y \otimes Y'$ is endowed with the bundle coordinates $(x^\lambda, y^a)$. Linear connections $\Gamma$ and $\Gamma'$ on $Y \to X$ and $Y' \to X$ define the linear tensor product connection

$$\Gamma \otimes \Gamma' = dx^\lambda \otimes \left[ \partial_\lambda + (\Gamma^i_{\lambda j}(x)y^j + \Gamma'^a_{\lambda b}(x)y^b) \frac{\partial}{\partial y^a} \right]$$

(1.3.38)
on $Y \otimes Y' \to X$.

An important example of linear connections is a linear connection

$$\Gamma = dx^\lambda \otimes (\partial_\lambda + \Gamma^i_{\lambda \nu}(x)y^\nu\partial_i)$$

(1.3.39)
1.3. Connections on fibre bundles

on the tangent bundle $TX$ of a manifold $X$. We agree to call it a world connection on a manifold $X$. The dual world connection (1.3.37) on the cotangent bundle $T^*X$ is

$$\Gamma^\alpha = dx^\lambda \otimes (\partial_\lambda - \Gamma^\mu_\nu_\lambda \hat{x}_\mu \hat{\partial}^\nu).$$

(1.3.40)

Then, using the construction of the tensor product connection (1.3.38), one can introduce the corresponding linear world connection on an arbitrary tensor bundle $T^{(1.1.14)}$.

Remark 1.3.3. It should be emphasized that the expressions (1.3.39) and (1.3.40) for a world connection differ in a minus sign from those usually used in the physical literature.

The curvature of a world connection is defined as the curvature $R$ (1.3.35) of the connection $\Gamma$ (1.3.39) on the tangent bundle $TX$. It reads

$$R = \frac{1}{2} R^\alpha_\beta \gamma^\beta dx^\lambda \wedge dx^\mu \otimes \hat{\partial}^\alpha,$$

(1.3.41)

$$R^\alpha_\beta \gamma^\beta = \partial_\lambda \Gamma^\alpha_\gamma_\beta - \partial_\mu \Gamma^\alpha_\lambda_\beta + \Gamma^\gamma_\beta_\mu_\alpha - \Gamma^\gamma_\beta_\mu_\alpha.$$

By the torsion of a world connection is meant the torsion (1.3.30) of the connection $\Gamma$ (1.3.39) on the tangent bundle $TX$ with respect to the canonical soldering form $\theta_T$ (1.1.39):

$$T = \frac{1}{2} T^\nu_\mu_\lambda dx^\lambda \wedge dx^\mu \otimes \hat{\partial}^\nu,$$

(1.3.42)

$$T^\nu_\mu_\lambda = \Gamma^\nu_\mu_\lambda - \Gamma^\nu_\lambda_\mu.$$

A world connection is said to be symmetric if its torsion (1.3.42) vanishes, i.e.,

$$\Gamma^\nu_\mu_\lambda = \Gamma^\nu_\lambda_\mu.$$

Remark 1.3.4. For any vector field $\tau$ on a manifold $X$, there exists a connection $\Gamma$ on the tangent bundle $TX \rightarrow X$ such that $\tau$ is an integral section of $\Gamma$, but this connection is not necessarily linear. If a vector field $\tau$ is non-vanishing at a point $x \in X$, then there exists a local symmetric world connection $\Gamma$ (1.3.39) around $x$ for which $\tau$ is an integral section

$$\partial_\nu \tau^\alpha = \Gamma^\alpha_\nu_\beta \tau^\beta.$$

(1.3.43)

Then the canonical lift $\tilde{\tau}$ (1.1.28) of $\tau$ onto $TX$ can be seen locally as the horizontal lift $\Gamma \tau$ (1.3.6) of $\tau$ by means of this connection.
Remark 1.3.5. Every manifold $X$ can be provided with a non-degenerate fibre metric

$$g \in \mathcal{O}^1(X), \quad g = g_{\lambda\mu} dx^\lambda \otimes dx^\mu,$$

in the tangent bundle $TX$, and with the corresponding metric

$$g \in \mathcal{T}^1(X), \quad g = g^{\lambda\mu} \partial_\lambda \otimes \partial_\mu,$$

in the cotangent bundle $T^*X$. We call it a world metric on $X$. For any world metric $g$, there exists a unique symmetric world connection $\Gamma$ (1.3.39) with the components

$$\Gamma_{\lambda}^{\nu} = \{\lambda^{\nu}\} = -\frac{1}{2} g^{\nu\rho} (\partial_\lambda g_{\rho\mu} + \partial_\mu g_{\rho\lambda} - \partial_\rho g_{\lambda\mu}), \quad (1.3.44)$$

called the Christoffel symbols, such that $g$ is an integral section of $\Gamma$, i.e.

$$\partial_\lambda g^{\alpha\beta} = g^{\alpha\gamma} \{\lambda^{\beta}\gamma\} + g^{\beta\gamma} \{\lambda^{\alpha}\gamma\}.$$

It is called the Levi–Civita connection associated to $g$.

1.3.5 Affine connections

Let $Y \to X$ be an affine bundle modelled over a vector bundle $\overline{Y} \to X$. A connection $\Gamma$ on $Y \to X$ is called an affine connection if the section $\Gamma : Y \to J^1Y$ (1.3.17) is an affine bundle morphism over $X$. Affine connections are associated to principal connections, and they always exist (see Assertion 5.4.1).

For any affine connection $\Gamma : Y \to J^1Y$, the corresponding linear derivative $\overline{\Gamma} : \overline{Y} \to J^1\overline{Y}$ (1.1.23) defines a unique associated linear connection on the vector bundle $\overline{Y} \to X$. Since every vector bundle has a natural structure of an affine bundle, any linear connection on a vector bundle also is an affine connection.

With respect to affine bundle coordinates $(x^\lambda, y^i)$ on $Y$, an affine connection $\Gamma$ on $Y \to X$ reads

$$\Gamma^i_\lambda = \Gamma^i_{\lambda j}(x)y^j + \sigma^i_\lambda(x). \quad (1.3.45)$$

The coordinate expression of the associated linear connection is

$$\overline{\Gamma}^i_\lambda = \Gamma^i_{\lambda j}(x)\overline{y}^j, \quad (1.3.46)$$

where $(x^\lambda, \overline{y}^i)$ are the associated linear bundle coordinates on $\overline{Y}$.

Affine connections on an affine bundle $Y \to X$ constitute an affine space modelled over the soldering forms on $Y \to X$. In view of the vertical
splitting (1.1.24), these soldering forms can be seen as global sections of the vector bundle
\[ T^*X \otimes \mathcal{F} \rightarrow X. \]
If \( Y \rightarrow X \) is a vector bundle, both the affine connection \( \Gamma \) (1.3.45) and the associated linear connection \( \Gamma \) are connections on the same vector bundle \( Y \rightarrow X \), and their difference is a basic soldering form on \( Y \). Thus, every affine connection on a vector bundle \( Y \rightarrow X \) is the sum of a linear connection and a basic soldering form on \( Y \rightarrow X \).

Given an affine connection \( \Gamma \) on a vector bundle \( Y \rightarrow X \), let \( R \) and \( \mathcal{R} \) be the curvatures of a connection \( \Gamma \) and the associated linear connection \( \Gamma \), respectively. It is readily observed that
\[ R = \mathcal{R} + T, \]
where the \( V^Y \)-valued two-form
\[ T = d\Gamma \sigma = d\sigma \Gamma : X \rightarrow \frac{2}{X} T^*X \otimes V^Y, \quad (1.3.47) \]
is the torsion (1.3.30) of the connection \( \Gamma \) with respect to the basic soldering form \( \sigma \).

In particular, let us consider the tangent bundle \( TX \) of a manifold \( X \). We have the canonical soldering form \( \sigma = \theta_J = \theta_X \) (1.1.39) on \( TX \). Given an arbitrary world connection \( \Gamma \) (1.3.39) on \( TX \), the corresponding affine connection
\[ A = \Gamma + \theta_X, \quad A^i_{\lambda} = \Gamma^i_{\lambda \mu} \dot{x}^\mu + \delta^i_{\lambda}, \quad (1.3.48) \]
on \( TX \) is called the Cartan connection. Since the soldered curvature \( \rho \) (1.3.29) of \( \theta_J \) equals zero, the torsion (1.3.32) of the Cartan connection coincides with the torsion (1.3.42) of the world connection \( \Gamma \), while its curvature (1.3.33) is the sum \( R + T \) of the curvature and the torsion of \( \Gamma \).

1.3.6 Flat connections

By a flat or curvature-free connection is meant a connection which satisfies the following equivalent conditions.

**Theorem 1.3.3.** Let \( \Gamma \) be a connection on a fibre bundle \( Y \rightarrow X \). The following assertions are equivalent.
(i) The curvature $R$ of a connection $\Gamma$ vanishes identically, i.e., $R \equiv 0$.
(ii) The horizontal lift (1.3.7) of vector fields on $X$ onto $Y$ is an $\mathbb{R}$-linear Lie algebra morphism (in accordance with the formula (1.3.25)).
(iii) The horizontal distribution is involutive.
(iv) There exists a local integral section for a connection $\Gamma$ through any point $y \in Y$.

By virtue of Theorem 1.1.16 and item (iii) of Theorem 1.3.3, a flat connection $\Gamma$ on a fibre bundle $Y \to X$ yields a horizontal foliation on $Y$, transversal to the fibration $Y \to X$. The leaf of this foliation through a point $y \in Y$ is defined locally by an integral section $s_y$ for the connection $\Gamma$ through $y$. Conversely, let a fibre bundle $Y \to X$ admit a transversal foliation such that, for each point $y \in Y$, the leaf of this foliation through $y$ is locally defined by a section $s_y$ of $Y \to X$ through $y$. Then the map

$$\Gamma : Y \to J^1Y, \quad \Gamma(y) = j^1_x s_y, \quad \pi(y) = x,$$

introduces a flat connection on $Y \to X$. Thus, there is one-to-one correspondence between the flat connections and the transversal foliations of a fibre bundle $Y \to X$.

Given a transversal foliation on a fibre bundle $Y \to X$, there exists the associated atlas of bundle coordinates $(x^\lambda, y^i)$ of $Y$ such that every leaf of this foliation is locally generated by the equations $y^i = \text{const.}$, and the transition functions $y^i \to y'^i(y^j)$ are independent of the base coordinates $x^\lambda$ [53]. This is called the atlas of constant local trivializations. Two such atlases are said to be equivalent if their union also is an atlas of constant local trivializations. They are associated to the same horizontal foliation. Thus, we come to the following assertion.

**Theorem 1.3.4.** There is one-to-one correspondence between the flat connections $\Gamma$ on a fibre bundle $Y \to X$ and the equivalence classes of atlases of constant local trivializations of $Y$ such that

$$\Gamma = dx^\lambda \otimes \partial_{\lambda}$$

relative to these atlases.

In particular, if $Y \to X$ is a trivial bundle, one associates to each its trivialization a flat connection represented by the global zero section $\hat{0}(Y)$ of $J^1Y \to Y$ with respect to this trivialization (see Remark 1.2.3).
1.3.7 Second order connections

A second order connection \( \tilde{\Gamma} \) on a fibre bundle \( Y \to X \) is defined as a connection

\[
\tilde{\Gamma} = dx^\lambda \otimes \left( \partial_\lambda + \tilde{\Gamma}_i^\lambda \partial_i + \tilde{\Gamma}_i^\lambda_\mu \partial_\mu \right)
\] (1.3.49)

on the jet bundle \( J^1Y \to X \), i.e., this is a section of the affine bundle

\[
\pi_{11} : J^1J^1Y \to J^1Y.
\]

Every connection on a fibre bundle \( Y \to X \) gives rise to the second order one by means of a world connection on \( X \) as follows. The first order jet prolongation \( J^1\Gamma \) of a connection \( \Gamma \) on \( Y \to X \) is a section of the repeated jet bundle \( J^1\pi_0^1 \) (1.2.11), but not of \( \pi_{11} \). Given a world connection \( K \) (1.3.40) on \( X \), one can construct the affine morphism

\[
s_K : J^1J^1Y \to J^1J^1Y,
\]

\[
(x^\lambda, y^i, \tilde{y}_\lambda^i, \hat{y}_\lambda^i) \circ s_K = (x^\lambda, y^i, \tilde{y}_\lambda^i, y^i_\lambda - K_{\lambda\nu}(\tilde{y}_\nu^i - y_\nu^i)),
\]

such that

\[
\pi_{11} = J^1\pi_0^1 \circ s_K
\]

[53]. Then \( \Gamma \) gives rise to the second order connection

\[
\tilde{\Gamma} = s_K \circ J^1\Gamma : J^1Y \to J^1J^1Y,
\]

\[
\tilde{\Gamma} = dx^\lambda \otimes \left( \partial_\lambda + \Gamma_i^\lambda \partial_i + [\partial_\lambda \Gamma_i^\mu + y^j_\lambda \partial_j \Gamma_i^\mu + K_\lambda^\nu \nu \mu (y^j_\nu - \Gamma_i^j \partial_\mu) \right) \partial_i \partial_\mu,
\] (1.3.50)

which is an affine morphism

\[
J^1Y \xrightarrow{\tilde{\Gamma}} J^1J^1Y
\]

\[
\pi_{11} \downarrow \quad \pi \downarrow \quad \pi_{11}
\]

over the connection \( \Gamma \). Note that the curvature \( R \) (1.3.23) of a connection \( \Gamma \) on a fibre bundle \( Y \to X \) can be seen as a soldering form

\[
R = R_{\lambda\mu}^i dx^\lambda \otimes \partial_i \partial_\mu
\]

on the jet bundle \( J^1Y \to X \). Therefore, \( \tilde{\Gamma} - R \) also is a connection on \( J^1Y \to X \).

A second order connection \( \tilde{\Gamma} \) (1.3.49) is said to be holonomic if it takes its values into the subbundle \( J^2Y \) of \( J^1J^1Y \). There is one-to-one correspondence between the global sections of the jet bundle \( J^2Y \to J^1Y \) and the holonomic second order connections on \( Y \to X \). Since the jet bundle
$J^2Y \rightarrow J^1Y$ is affine, a holonomic second order connection on a fibre bundle $Y \rightarrow X$ always exists. It is characterized by the coordinate conditions

$$\tilde{\Gamma}^i_\lambda = y^i_\lambda, \quad \tilde{\Gamma}^i_\lambda\mu = \tilde{\Gamma}^i_\mu\lambda,$$

and takes the form

$$\tilde{\Gamma} = dx^\lambda \otimes (\partial_\lambda + y^i_\lambda \partial_i + \tilde{\Gamma}^i_\lambda\mu \partial^\mu_i).$$  (1.3.51)

By virtue of Theorem 1.2.1, every integral section $\tilde{s}: X \rightarrow J^1Y$ of the holonomic second order connection (1.3.51) is integrable, i.e., $\tilde{s} = J^1s$.

### 1.4 Composite bundles

Let us consider the composition

$$\pi: Y \rightarrow \Sigma \rightarrow X$$  (1.4.1)

of fibre bundles

$$\pi_{YS}: Y \rightarrow \Sigma, \quad (1.4.2)$$

$$\pi_{SX}: \Sigma \rightarrow X. \quad (1.4.3)$$

One can show that it is a fibre bundle, called the composite bundle $[53]$. It is provided with bundle coordinates $(x^\lambda, \sigma^m, y^i)$, where $(x^\lambda, \sigma^m)$ are bundle coordinates on the fibre bundle (1.4.3), i.e., transition functions of coordinates $\sigma^m$ are independent of coordinates $y^i$.

For instance, the tangent bundle $TY$ of a fibre bundle $Y \rightarrow X$ is a composite bundle

$$TY \rightarrow Y \rightarrow X.$$  

The following two assertions make composite bundles useful for physical applications.

**Theorem 1.4.1.** Given a composite bundle (1.4.1), let $h$ be a global section of the fibre bundle $\Sigma \rightarrow X$. Then the restriction

$$Y^h = h^*Y$$  (1.4.4)

of the fibre bundle $Y \rightarrow \Sigma$ to $h(X) \subset \Sigma$ is a subbundle of the fibre bundle $Y \rightarrow X$.  

Theorem 1.4.2. Given a section \( h \) of the fibre bundle \( \Sigma \to X \) and a section \( s_\Sigma \) of the fibre bundle \( Y \to \Sigma \), their composition

\[ s = s_\Sigma \circ h \]

is a section of the composite bundle \( Y \to X \) (1.4.1). Conversely, every section \( s \) of the fibre bundle \( Y \to X \) is a composition of the section \( h = \pi_{Y\Sigma} \circ s \) of the fibre bundle \( \Sigma \to X \) over the closed imbedded submanifold \( h(X) \subset \Sigma \).

Let us consider the jet manifolds \( J^1\Sigma \), \( J^1\Sigma Y \), and \( J^1Y \) of the fibre bundles \( \Sigma \to X \), \( Y \to \Sigma \), \( Y \to X \), respectively. They are provided with the adapted coordinates

\[ (x^\lambda, \sigma^m, \sigma^m_\lambda), \quad (x^\lambda, \sigma^m, y^i, \tilde{y}^i_\lambda), \quad (x^\lambda, \sigma^m, y^i, \sigma^m_\lambda, y^i_\lambda). \]

One can show the following [145].

Theorem 1.4.3. There is the canonical map

\[ \varrho : J^1\Sigma \times J^1\Sigma Y \to J^1Y, \quad \text{ (1.4.5)} \]

\[ y^i_\lambda \circ \varrho = y^i_m \sigma^m_\lambda + \tilde{y}^i_\lambda. \]

Using the canonical map (1.4.5), we can get the relations between connections on the fibre bundles \( Y \to X \), \( Y \to \Sigma \) and \( \Sigma \to X \). These connections are given by the corresponding connection forms

\[ \gamma = dx^\lambda \otimes (\partial_\lambda + \gamma^m_\lambda \partial_m + \gamma^i_\lambda \partial_i), \quad \text{ (1.4.6)} \]

\[ A_{\Sigma} = dx^\lambda \otimes (\partial_\lambda + A^i_\lambda \partial_i) + d\sigma^m \otimes (\partial_m + A^i_m \partial_i), \quad \text{ (1.4.7)} \]

\[ \Gamma = dx^\lambda \otimes (\partial_\lambda + \Gamma^m_\lambda \partial_m). \quad \text{ (1.4.8)} \]

A connection \( \gamma \) (1.4.6) on the fibre bundle \( Y \to X \) is called projectable onto a connection \( \Gamma \) (1.4.8) on the fibre bundle \( \Sigma \to X \) if, for any vector field \( \tau \) on \( X \), its horizontal lift \( \gamma\tau \) on \( Y \) by means of the connection \( \gamma \) is a projectable vector field over the horizontal lift \( \Gamma\tau \) of \( \tau \) on \( \Sigma \) by means of the connection \( \Gamma \). This property takes place if and only if \( \gamma^m_\lambda = \Gamma^m_\lambda \), i.e., components \( \gamma^m_\lambda \) of the connection \( \gamma \) (1.4.6) must be independent of the fibre coordinates \( y^i \).

A connection \( A_{\Sigma} \) (1.4.7) on the fibre bundle \( Y \to \Sigma \) and a connection \( \Gamma \) (1.4.8) on the fibre bundle \( \Sigma \to X \) define a connection on the composite bundle \( Y \to X \) as the composition of bundle morphisms

\[ \gamma : Y \times TX \xrightarrow{\text{Id}, \Gamma} Y \times T\Sigma \xrightarrow{A_{\Sigma}} TY. \]
It is called the \textit{composite connection} \cite{112; 145}. This composite connection reads
\begin{equation}
\gamma = dx^\lambda \otimes (\partial_\lambda + \Gamma^\alpha_\lambda \partial_\alpha + (A^i_\lambda + A^i_m \Gamma^m_\lambda) \partial_i). \quad \text{(1.4.9)}
\end{equation}

It is projectable onto $\Gamma$. Moreover, this is a unique connection such that the horizontal lift $\gamma \tau$ on $Y$ of a vector field $\tau$ on $X$ by means of the composite connection $\gamma$ (1.4.9) coincides with the composition $A_\Sigma(\Gamma \tau)$ of horizontal lifts of $\tau$ on $\Sigma$ by means of the connection $\Gamma$ and then on $Y$ by means of the connection $A_\Sigma$. For the sake of brevity, let us write $\gamma = A_\Sigma \circ \Gamma$.

Given a composite bundle $Y$ (1.4.1), there are the exact sequences of vector bundles over $Y$:
\begin{equation}
0 \rightarrow V_\Sigma Y \longrightarrow V_Y \rightarrow Y \times V_\Sigma \rightarrow 0, \quad \text{(1.4.10)}
\end{equation}
\begin{equation}
0 \rightarrow Y \times V^* \Sigma \longrightarrow V^* Y \rightarrow V^*_\Sigma Y \rightarrow 0, \quad \text{(1.4.11)}
\end{equation}
where $V_\Sigma Y$ and $V^*_\Sigma Y$ are the vertical tangent and the vertical cotangent bundles of the fibre bundle $Y \rightarrow \Sigma$ which are coordinated by $(x^\lambda, \sigma^m, y^i, \dot{y}^i)$ and $(x^\lambda, \sigma^m, y^i, \dot{y}^i)$, respectively. Let us consider a splitting of these exact sequences
\begin{equation}
B : V_Y \ni \dot{y}^i \partial_i + \dot{\sigma}^m \partial_m \rightarrow (\dot{y}^i \partial_i + \dot{\sigma}^m \partial_m) \in V_\Sigma Y,
\end{equation}
\begin{equation}
B : V_\Sigma^* Y \ni \overline{\partial y}^i \rightarrow B \overline{\partial y}^i = \overline{\partial y}^i - B_i^m \overline{\partial \sigma}^m \in V_\Sigma^* Y,
\end{equation}
given by the form
\begin{equation}
B = (\overline{\partial y}^i - B_i^m \overline{\partial \sigma}^m) \otimes \partial_i. \quad \text{(1.4.14)}
\end{equation}

Then the connection $\gamma$ (1.4.6) on $Y \rightarrow X$ and the splitting $B$ (1.4.12) define the connection
\begin{equation}
A_\Sigma = B \circ \gamma : TY \rightarrow V_\Sigma Y, \quad \text{(1.4.15)}
\end{equation}
on the fibre bundle $Y \rightarrow \Sigma$.

Conversely, every connection $A_\Sigma$ (1.4.7) on the fibre bundle $Y \rightarrow \Sigma$ yields the splitting
\begin{equation}
A_\Sigma : TY \ni \dot{y}^i \partial_i + \dot{\sigma}^m \partial_m \rightarrow (\dot{y}^i - A^i_m \dot{\sigma}^m) \partial_i \quad \text{(1.4.16)}
\end{equation}
of the exact sequence (1.4.10). Using this splitting, one can construct a first order differential operator
\begin{equation}
\tilde{D} : J^1 Y \rightarrow T^* X \otimes V_\Sigma Y, \quad \text{(1.4.17)}
\end{equation}
\begin{equation}
\tilde{D} = dx^\lambda \otimes (y^i - A^i_\lambda - A^i_m \sigma^m) \partial_i,
\end{equation}
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on the composite bundle $Y \to X$. It is called the \textit{vertical covariant differential}. This operator also can be defined as the composition

$$\tilde{D} = pr_1 \circ D^\gamma : J^1Y \to T^*X \otimes VY \to T^*X \otimes VY_\Sigma,$$

where $D^\gamma$ is the covariant differential (1.3.18) relative to some composite connection $A_\Sigma \circ \Gamma$ (1.4.9), but $\tilde{D}$ does not depend on the choice of a connection $\Gamma$ on the fibre bundle $\Sigma \to X$.

The vertical covariant differential (1.4.17) possesses the following important property. Let $h$ be a section of the fibre bundle $\Sigma \to X$, and let $Y^h \to X$ be the restriction (1.4.4) of the fibre bundle $Y \to \Sigma$ to $h(X) \subset \Sigma$. This is a subbundle

$$i_h : Y^h \to Y$$

of the fibre bundle $Y \to X$. Every connection $A_\Sigma$ (1.4.7) induces the pull-back connection

$$A_h = i^*_h A_\Sigma = dx^\lambda \otimes [\partial_\lambda + ((A^i_m \circ h) \partial h^m + (A \circ h)^i_\lambda) \partial_i] \quad (1.4.18)$$
on $Y^h \to X$. Then the restriction of the vertical covariant differential $\tilde{D}$ (1.4.17) to

$$J^1 i_h (J^1 Y^h) \subset J^1 Y$$

coincides with the familiar covariant differential $D^{A_h}$ (1.3.18) on $Y^h$ relative to the pull-back connection $A_h$ (1.4.18).

\textbf{Remark 1.4.1.} Let $\Gamma : Y \to J^1Y$ be a connection on a fibre bundle $Y \to X$. In accordance with the canonical isomorphism $V J^1 Y = J^1 VY$ (1.2.9), the vertical tangent map

$$V \Gamma : VY \to V^*J^1 Y$$
to $\Gamma$ defines the connection

$$V \Gamma : VY \to J^1 VY,$$

$$V \Gamma = dx^\lambda \otimes (\partial_\lambda + \Gamma^j_\lambda \partial_j + \partial_j \Gamma^i_\lambda \dot{y}^i \dot{\partial}_j), \quad (1.4.19)$$
on the composite vertical tangent bundle

$$VY \to Y \to X.$$This is called the \textit{vertical connection} to $\Gamma$. Of course, the connection $V \Gamma$ projects onto $\Gamma$. Moreover, $V \Gamma$ is linear over $\Gamma$. Then the dual connection of $V \Gamma$ on the composite vertical cotangent bundle

$$V^*Y \to Y \to X$$
reads
\[ V^*\Gamma : V^*Y \rightarrow J^1V^*Y, \]
\[ V^*\Gamma = dx^\lambda \otimes (\partial_\lambda + \Gamma^i_\lambda \partial_i - \partial_j \Gamma^i_\lambda \dot{y}^i \partial_j). \]  
(1.4.20)

It is called the covertical connection to \( \Gamma \). If \( Y \rightarrow X \) is an affine bundle, the connection \( V\Gamma \) (1.4.19) can be seen as the composite connection generated by the connection \( \Gamma \) on \( Y \rightarrow X \) and the linear connection
\[ \tilde{\Gamma} = dx^\lambda \otimes (\partial_\lambda + \partial_j \Gamma^i_\lambda \dot{y}^i \partial_j) + dy^i \otimes \partial_i \]  
(1.4.21)
on the vertical tangent bundle \( VY \rightarrow Y \).

1.5 Higher order jet manifolds

The notion of first and second order jets of sections of a fibre bundle is naturally extended to higher order jets [53; 94; 145].

Let \( Y \rightarrow X \) be a fibre bundle. Given its bundle coordinates \((x^\lambda, y^i)\), a multi-index \( \Lambda \) of the length \(|\Lambda| = k \) throughout denotes a collection of indices \((\lambda_1...\lambda_k)\) modulo permutations. By \( \Lambda + \Sigma \) is meant a multi-index \((\lambda_1...\lambda_k; \sigma_1...\sigma_r)\). For instance \( \lambda + \Lambda = (\lambda\lambda_1...\lambda_r) \). By \( \Lambda\Sigma \) is denoted the union of collections \((\lambda_1...\lambda_k; \sigma_1...\sigma_r)\) where the indices \( \lambda_i \) and \( \sigma_j \) are not permitted. Summation over a multi-index \( \Lambda \) means separate summation over each its index \( \lambda_i \). We use the compact notation
\[ \partial_\Lambda = \partial_{\lambda_1} \circ \cdots \circ \partial_{\lambda_k}, \quad \Lambda = (\lambda_1...\lambda_k). \]

The \( r \)-order jet manifold \( J^rY \) of sections of a fibre bundle \( Y \rightarrow X \) is defined as the disjoint union of the equivalence classes \( j^r_s \) of sections \( s \) of \( Y \rightarrow X \) such that sections \( s \) and \( s' \) belong to the same equivalence class \( j^r_s \) if and only if
\[ s^i(x) = s'^i(x), \quad \partial_\Lambda s^i(x) = \partial_\Lambda s'^i(x), \quad 0 < |\Lambda| \leq r. \]

In brief, one can say that sections of \( Y \rightarrow X \) are identified by the \( r+1 \) terms of their Taylor series at points of \( X \). The particular choice of coordinates does not matter for this definition. The equivalence classes \( j^r_s \) are called the \( r \)-order jets of sections. Their set \( J^rY \) is endowed with an atlas of the adapted coordinates
\[ (x^\Lambda, y^i_\Lambda), \quad y^i_\Lambda \circ s = \partial_\Lambda s^i(x), \quad 0 \leq |\Lambda| \leq r, \]  
(1.5.1)
possessing transition functions
\[ y'^i_{\Lambda+\Lambda} = \frac{\partial x^{\mu}}{\partial x^{\Lambda}} d_\mu y^i_\Lambda, \]  
(1.5.2)
1.5. Higher order jet manifolds

where the symbol $d_\lambda$ stands for the higher order total derivative

$$d_\lambda = \partial_\lambda + \sum_{0 \leq|\Lambda| \leq r-1} y^i_{\Lambda+\lambda} \partial_i^\Lambda, \quad d'_\lambda = \frac{\partial x^\mu}{\partial x^\lambda^\mu} d_\mu. \quad (1.5.3)$$

These derivatives act on exterior forms on $J^rY$ and obey the relations

$$[d_\lambda, d_\mu] = 0, \quad d_\lambda \circ d = d \circ d_\lambda,$$

$$d_\lambda(\phi \wedge \sigma) = d_\lambda(\phi) \wedge \sigma + \phi \wedge d_\lambda(\sigma),$$

$$d_\lambda(d\phi) = d(d_\lambda(\phi)).$$

For instance,

$$d_\lambda(dx^\mu) = 0, \quad d_\lambda(dy^i_{\Lambda}) = dy^i_{\lambda+\Lambda}.\quad (1.5.4)$$

We use the compact notation

$$d_\Lambda = d_\lambda \circ \cdots \circ d_{\lambda_1}, \quad \Lambda = (\lambda_r \ldots \lambda_1).$$

The coordinates (1.5.1) bring the set $J^rY$ into a smooth manifold of finite dimension

$$\dim J^rY = n + m \sum_{i=0}^{r} \frac{(n+i-1)!}{i!(n-1)!}.$$

The coordinates (1.5.1) are compatible with the natural surjections

$$\pi^r_k : J^rY \to J^kY, \quad r > k,$$

which form the composite bundle

$$\pi^r : J^rY \xrightarrow{\pi^r_{r-1}} J^{r-1}Y \xrightarrow{\pi^r_{r-2}} \ldots \xrightarrow{\pi^r_1} J^1Y \xrightarrow{\pi} X.$$ 

with the properties

$$\pi^r_k \circ \pi^r = \pi^r, \quad \pi^s \circ \pi^r = \pi^r.$$

A glance at the transition functions (1.5.2), when $|\Lambda| = r$, shows that the fibration

$$\pi^r_{r-1} : J^rY \to J^{r-1}Y$$

is an affine bundle modelled over the vector bundle

$$\nabla^* T^*X \otimes_{J^{r-1}Y} V^*Y \to J^{r-1}Y. \quad (1.5.4)$$

**Remark 1.5.1.** Let us recall that a base of any affine bundle is a strong deformation retract of its total space. Consequently, $Y$ is a strong deformation retract of $J^1Y$, which in turn is a strong deformation retract of $J^2Y$, and so on. It follows that a fibre bundle $Y$ is a strong deformation retract of any finite order jet manifold $J^rY$. Therefore, by virtue of the Vietoris–Begle theorem [22], there is an isomorphism

$$H^*(J^rY; R) = H^*(Y; R) \quad (1.5.5)$$

of cohomology groups of $J^rY$, $1 \leq r$, and $Y$ with coefficients in the constant sheaf $R$. 


Remark 1.5.2. To introduce higher order jet manifolds, one can use the construction of repeated jet manifolds. Let us consider the \( r \)-order jet manifold \( J^r J^k Y \) of a jet bundle \( J^k Y \to X \). It is coordinated by \((x^\mu, y^i_{\Sigma \Lambda})\), \(|\Lambda| \leq k, |\Sigma| \leq r\). There is a canonical monomorphism
\[
\sigma_{rk} : J^{r+k} Y \to J^r J^k Y, \quad y^i_{\Sigma \Lambda} \circ \sigma_{rk} = y^i_{\Sigma + \Lambda}.
\]

In the calculus in higher order jets, we have the \( r \)-order jet prolongation functor such that, given fibre bundles \( Y \) and \( Y' \) over \( X \), every bundle morphism \( \Phi : Y \to Y' \) over a diffeomorphism \( f \) of \( X \) admits the \( r \)-order jet prolongation to a morphism of \( r \)-order jet manifolds
\[
J^r \Phi : J^r Y \ni j^r_x s \to j^r_f (\Phi \circ s \circ f^{-1}) \in J^r Y'.
\] (1.5.6)
The jet prolongation functor is exact. If \( \Phi \) is an injection or a surjection, so is \( J^r \Phi \). It also preserves an algebraic structure. In particular, if \( Y \to X \) is a vector bundle, \( J^r Y \to X \) is well. If \( Y \to X \) is an affine bundle modelled over the vector bundle \( Y \to X \), then \( J^r Y \to X \) is an affine bundle modelled over the vector bundle \( J^r Y \to X \).

Every section \( s \) of a fibre bundle \( Y \to X \) admits the \( r \)-order jet prolongation to the integrable section
\[
(J^r s)(x) = j^r_s.
\]

Let \( O^* = O^*(J^k Y) \) be the differential graded algebra of exterior forms on a jet manifold \( J^k Y \). Every exterior form \( \phi \) on a jet manifold \( J^k Y \) gives rise to the pull-back form \( j^r_k \phi \) on a jet manifold \( J^{k+r} Y \). We have the direct sequence of \( C^\infty(X) \)-algebras
\[
O^*(X) \xrightarrow{\pi^*} O^*(Y) \xrightarrow{\pi^*_1} O^* \xrightarrow{\pi^*_2} \cdots \xrightarrow{\pi^*_r} O^*. \]

Remark 1.5.3. By virtue of de Rham Theorem 10.9.4, the cohomology of the de Rham complex of \( O^*_k \) equals the cohomology \( H^* (J^k Y; \mathbb{R}) \) of \( J^k Y \) with coefficients in the constant sheaf \( \mathbb{R} \). The latter in turn coincides with the sheaf cohomology \( H^* (Y; \mathbb{R}) \) of \( Y \) (see Remark 1.5.1) and, thus, it equals the de Rham cohomology \( H^*_{\text{DR}} (Y) \) of \( Y \).

Given a \( k \)-order jet manifold \( J^k Y \) of \( Y \to X \), there exists the canonical bundle morphism
\[
r_{(k)} : J^k T Y \to T J^k Y
\]
over a surjection
\[
J^k Y \times X J^k TX \to J^k Y \times TX
\]
whose coordinate expression is
\[ \frac{\dot{y}_\Lambda}{r(k)} = (\dot{y}'_\Lambda) - \sum (\dot{y}'_{\mu + \Sigma})_\Xi, \quad 0 \leq |\Lambda| \leq k, \]
where the sum is taken over all partitions \( \Sigma + \Xi = \Lambda \) and \( 0 < |\Xi| \). In particular, we have the canonical isomorphism over \( J^kY \)
\[ r(k) : J^kVY \to VJ^kY, \quad (\dot{y}'_\Lambda) = \frac{\dot{y}_\Lambda}{r(k)}. \] (1.5.7)
As a consequence, every projectable vector field \( u \) on a fibre bundle \( Y \to X \) has the following \( k \)-order jet prolongation to a vector field on \( J^kY \):
\[ J^k u = r(k) \circ J^k u : J^kY \to T^kJ^kY, \]
\[ J^k u = u^\lambda \partial_\lambda + u^i \partial_i + \sum_{0 < |\Lambda| \leq k} (d\Lambda(u^i - y^i_{\mu + \Lambda} u^\mu)) \partial^\Lambda_i, \] (1.5.8)
(cf. (1.2.8) for \( k = 1 \)). In particular, the \( k \)-order jet prolongation (1.5.8) of a vertical vector field \( u = u^i \partial_i \) on \( Y \to X \) is a vertical vector field
\[ J^k u = u^i \partial_i + \sum_{0 < |\Lambda| \leq k} d\Lambda u^i \partial^\Lambda_i \] (1.5.9)
on \( J^kY \to X \) due to the isomorphism (1.5.7).

A vector field \( u \) on an \( r \)-order jet manifold \( J^rY \) is called projectable if, for any \( k < r \), there exists a projectable vector field \( u_k \) on \( J^kY \) such that
\[ u_k \circ \pi^r_k = T\pi^r_k \circ u_r. \]
A projectable vector field \( u_k \) on \( J^kY \) has the coordinate expression
\[ u_k = u^\lambda \partial_\lambda + \sum_{0 \leq |\Lambda| \leq k} u^i_{\Lambda} \partial^\Lambda_i \]
such that \( u_\lambda \) depends only on coordinates \( x^\mu \) and every component \( u^i_{\Lambda} \) is independent of coordinates \( y^i_{\Xi}, |\Xi| > |\Lambda| \). In particular, the \( k \)-order jet prolongation \( J^k u \) (1.5.8) of a projectable vector field on \( Y \) is a projectable vector field on \( J^kY \). It is called an integrable vector field.

Let \( \mathcal{P}^k \) denote a vector space of projectable vector fields on a jet manifold \( J^kY \). It is easily seen that \( \mathcal{P}^r \) is a real Lie algebra and that the morphisms \( T\pi^r_k, k < r \), constitute the inverse system
\[ \mathcal{P}^0 \xrightarrow{T\pi^0_1} \mathcal{P}^1 \xrightarrow{T\pi^1_2} \cdots \xrightarrow{T\pi^{r-2}_{r-1}} \mathcal{P}^{r-1} \xrightarrow{T\pi^{r-1}_r} \mathcal{P}^r \] (1.5.10)
of these Lie algebras. One can show the following [149].

**Theorem 1.5.1.** The \( k \)-order jet prolongation (1.5.8) is a Lie algebra monomorphism of the Lie algebra \( \mathcal{P}^0 \) of projectable vector fields on \( Y \to X \) to the Lie algebra \( \mathcal{P}^k \) of projectable vector fields on \( J^kY \) such that
\[ T\pi^r_k(J^r u) = J^k u \circ \pi^r_k. \] (1.5.11)
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Every projectable vector field $u_k$ on $J^kY$ is decomposed into the sum
\[ u_k = J^k(T\pi_0^k(u_k)) + v_k \]  
(1.5.12)
of the integrable vector field $J^k(T\pi_0^k(u_k))$ and a projectable vector field $v_k$ which is vertical with respect to a fibration $J^kY \to Y$.

Similarly to the canonical monomorphisms (1.2.5) – (1.2.6), there are the canonical bundle monomorphisms over $J^kY$:
\[ \lambda(k) : J^{k+1}Y \longrightarrow T^*X \otimes J^kY, \]
\[ \theta(k) : J^{k+1}Y \longrightarrow T^*J^kY \otimes VJ^kY, \]
(1.5.13)
(1.5.14)
The one-forms
\[ \theta^\Lambda = dy^\Lambda - y^\Lambda_{\lambda+\lambda}dx^\lambda \]
(1.5.15)
are called the local contact forms. The monomorphisms (1.5.13) – (1.5.14) yield the bundle monomorphisms over $J^{k+1}Y$:
\[ \hat{\lambda}(k) : TX \times J^{k+1}Y \longrightarrow T^*J^{k+1}Y, \]
\[ \hat{\theta}(k) : V^*J^kY \times J^{k+1}Y \longrightarrow T^*J^kY \times J^{k+1}Y \]
(1.5.16)
(1.5.17)
(cf. (1.3.13) – (1.3.14) for $k = 1$). These monomorphisms in turn define the canonical horizontal splittings of the pull-back bundles
\[ \pi^k_T J^kY = \lambda(k)(TX \times J^{k+1}Y) \oplus VJ^kY, \]
\[ \hat{\pi}^{k+1}_T J^kY = \hat{\lambda}(k)(TX \times J^{k+1}Y) \oplus \hat{\theta}(k)(V^*J^kY \times J^{k+1}Y), \]
(1.5.16)
(1.5.17)
\[ \hat{x}_{\lambda}dx^\lambda + \sum_{|\Lambda| \leq k} \hat{y}^\Lambda_{\lambda+\Lambda}d\hat{y}^\Lambda_{\lambda} = (\hat{x}_{\lambda} + \sum_{|\Lambda| \leq k} \hat{y}^\Lambda_{\lambda+\Lambda})d\hat{y}^\Lambda_{\lambda}. \]

For instance, it follows from the canonical horizontal splitting (1.5.16) that any vector field $u_k$ on $J^kY$ admits the canonical decomposition
\[ u_k = u_H + u_V = (u^\Lambda_{\lambda}d\lambda + \sum_{|\Lambda| \leq k} y^\Lambda_{\lambda+\Lambda}d\theta^\Lambda_{\lambda}) + \sum_{|\Lambda| \leq k} (u^\Lambda_{\lambda} - u^\Lambda_{\lambda+\lambda+\lambda})d\theta^\Lambda_{\lambda} \]
(1.5.18)
over $J^{k+1}Y$ into the horizontal and vertical parts.

By virtue of the canonical horizontal splitting (1.5.17), every exterior one-form $\phi$ on $J^kY$ admits the canonical splitting of its pull-back onto $J^{k+1}Y$ into the horizontal and vertical parts:

$$\pi^{k+1}_* \phi = \phi_H + \phi_V = h_0 \phi + (\phi - h_0(\phi)),$$

where $h_0$ is the horizontal projection

$$h_0(dx^\lambda) = dx^\lambda, \quad h_0(dy_{\lambda_1}^{\mu_1}...\lambda_k) = y_{\mu\lambda_1}^{i_1}...\lambda_k dx^\mu.$$

The vertical part of the splitting is called a contact one-form on $J^{k+1}Y$.

Let us consider an ideal of the algebra $\mathcal{O}^*_k$ of exterior forms on $J^kY$ which is generated by the contact one-forms on $J^kY$. This ideal, called the ideal of contact forms, is locally generated by the contact forms $\theta^A$ (1.5.15). One can show that an exterior form $\phi$ on the manifold $J^kY$ is a contact form if and only if its pull-back $s^*\phi$ onto a base $X$ by means of any integrable section $s$ of $J^kY \to X$ vanishes.

### 1.6 Differential operators and equations

Jet manifolds provides the conventional language of theory of differential equations and differential operators if they need not be linear [24; 53; 96].

**Definition 1.6.1.** A system of $k$-order partial differential equations on a fibre bundle $Y \to X$ is defined as a closed subbundle $\mathcal{E}$ of a jet bundle $J^kY \to X$. For the sake of brevity, we agree to call $\mathcal{E}$ a differential equation.

Let $J^kY$ be provided with the adapted coordinates $(x^\lambda, y_{\lambda}^{i_1})$. There exists a local coordinate system $(z^A)$, $A = 1, \ldots, \text{codim} \mathcal{E}$, on $J^kY$ such that $\mathcal{E}$ is locally given (in the sense of item (i) of Theorem 1.1.1) by equations

$$E^A(x^\lambda, y_{\lambda}^{i_1}) = 0, \quad A = 1, \ldots, \text{codim} \mathcal{E}.$$  

(1.6.1)

Given a $k$-order differential equation $\mathcal{E}$, one can always construct its $r$-order jet prolongation as follows. Let us consider a repeated jet manifold

$$\sigma^r_k: J^r J^kY \to J^kY.$$  

(1.6.2)

The $s$-order jet prolongation of the differential equation $\mathcal{E}$ is defined as a subset

$$\mathcal{E}^{(r)} = (\sigma^r_k)^{-1}(\mathcal{E}) \bigcap J^{k+r}Y.$$
In particular, if $\mathcal{E}^{(r)}$ is a smooth submanifold of $J^{k+r}Y$, then the $s$-order jet prolongation $(\mathcal{E}^{(r)})^{(s)}$ of $\mathcal{E}^{(r)}$ coincides with the $(r+s)$-order jet prolongation $\mathcal{E}^{(s+r)}$ of $\mathcal{E}$.

A differential equation $\mathcal{E}$ is called regular if all finite order jet prolongations $\mathcal{E}^{(r)}$ of $\mathcal{E}$ also are differential equations. Let $\mathcal{E} \subseteq J^kY$ be a regular $k$-order differential equation. If it is locally described by the system of equations (1.6.1), its $r$-order jet prolongation $\mathcal{E}^{(r)}$ is given by the system of equations

$$E^A = 0, \quad d_{\alpha_1} E^A = 0, \quad \cdots, \quad d_{\alpha_1} \cdots d_{\alpha_r} E^A = 0.$$ 

By a classical solution of a differential equation $\mathcal{E}$ on $Y \rightarrow X$ is meant a section $s$ of $Y \rightarrow X$ such that its $k$-order jet prolongation $J^k$s lives in $\mathcal{E}$. If a differential equation $\mathcal{E}$ has a classical solution through a point $q \in \mathcal{E}$, this point gives rise to an element of every finite order jet prolongation $\mathcal{E}^{(r)}$ of a differential equation $\mathcal{E}$. It follows that a necessary condition for a differential equation $\mathcal{E}$ to admit a solution through everyone of its point is that the mappings

$$\rho_k^{k+r} = \sigma_k^{k+r} : \mathcal{E}^{(r)} \rightarrow \mathcal{E}$$ 

are surjections. In this case, if $\mathcal{E}$ is a regular differential equation, there is one-to-one correspondence between classical solutions of $\mathcal{E}$ and those of its $k$-order jet prolongation $\mathcal{E}^{(k)}$. If additionally every tangent vector to a differential equation $\mathcal{E}$ is tangent to some classical solution of $\mathcal{E}$, then the mapping (1.6.3) is a submersion. A regular $k$-order differential equation $\mathcal{E}$ is called formally integrable if the morphisms

$$\rho_k^{k+r+1} : \mathcal{E}^{(r+1)} \rightarrow \mathcal{E}^{(r)}, \quad r \in \mathbb{N},$$

are fibred manifolds. One can show that if a differential equation $\mathcal{E}$ is formally integrable and analytic, it admits an analytic classical solution through any its point [53; 109].

In classical field theory, differential equations are mostly associated to differential operators. There are several equivalent definitions of (non-linear) differential operators. We start with the following.

**Definition 1.6.2.** Let $Y \rightarrow X$ and $E \rightarrow X$ be fibre bundles, which are assumed to have global sections. A $k$-order $E$-valued differential operator on a fibre bundle $Y \rightarrow X$ is defined as a section $\mathcal{E}$ of the pull-back bundle

$$pr_1 : E^k_Y = J^kY \times X \rightarrow J^kY.$$ 

(1.6.4)
Given bundle coordinates \((x^\lambda, y^i)\) on \(Y\) and \((x^\lambda, \chi^a)\) on \(E\), the pull-back \((1.6.4)\) is provided with coordinates \((x^\lambda, y^i_\Sigma, \chi^a)\), \(0 \leq |\Sigma| \leq k\). With respect to these coordinates, a differential operator \(E\) seen as a closed imbedded submanifold \(E \subset E^k_Y\) is given by the equalities
\[
\chi^a = \mathcal{E}^a(x^\lambda, y^i_\Sigma).
\] (1.6.5)

There is obvious one-to-one correspondence between the sections \(E\) (1.6.4) of the fibre bundle (1.6.4) and the bundle morphisms
\[
\Phi : J^kY \longrightarrow E, \\
\Phi = \text{pr}_2 \circ \mathcal{E} \Leftrightarrow \mathcal{E} = (\text{Id} J^kY, \Phi).
\] (1.6.6)

Therefore, we come to the following equivalent definition of differential operators on \(Y \rightarrow X\).

**Definition 1.6.3.** Let \(Y \rightarrow X\) and \(E \rightarrow X\) be fibre bundles. A bundle morphism \(J^kY \rightarrow E\) over \(X\) is called a \(E\)-valued \(k\)-order differential operator on \(Y \rightarrow X\).

It is readily observed that the differential operator \(\Phi\) (1.6.6) sends each section \(s\) of \(Y \rightarrow X\) onto the section \(\Phi \circ J^k s\) of \(E \rightarrow X\). The mapping
\[
\Delta_\Phi : S(Y) \rightarrow S(E), \\
\Delta_\Phi : s \rightarrow \Phi \circ J^k s, \\
\chi^a(x) = \mathcal{E}^a(x^\lambda, \partial_\Sigma s^i(x)),
\]
is called the standard form of a differential operator.

Let \(e\) be a global section of a fibre bundle \(E \rightarrow X\), the kernel of a \(E\)-valued differential operator \(\Phi\) is defined as the kernel
\[
\text{Ker}_e \Phi = \Phi^{-1}(e(X))
\] (1.6.7)
of the bundle morphism \(\Phi\) (1.6.6). If it is a closed subbundle of the jet bundle \(J^kY \rightarrow X\), one says that \(\text{Ker}_e \Phi\) (1.6.7) is a differential equation associated to the differential operator \(\Phi\). By virtue of Theorem 1.1.10, this condition holds if \(\Phi\) is a bundle morphism of constant rank.

If \(E \rightarrow X\) is a vector bundle, by the kernel of a \(E\)-valued differential operator is usually meant its kernel with respect to the canonical zero-valued section \(\tilde{0}\) of \(E \rightarrow X\).

In the framework of Lagrangian formalism, we deal with differential operators of the following type. Let
\[
F \rightarrow Y \rightarrow X, \quad E \rightarrow Y \rightarrow X
\]
Differential calculus on fibre bundles

be composite bundles where $E \to Y$ is a vector bundle. By a $k$-order differential operator on $F \to X$ taking its values into $E \to X$ is meant a bundle morphism

$$\Phi : J^k F \to E, \quad (1.6.8)$$

which certainly is a bundle morphism over $X$ in accordance with Definition 1.6.3. Its kernel $\text{Ker} \Phi$ is defined as the inverse image of the canonical zero-valued section of $E \to Y$. In an equivalent way, the differential operator (1.6.8) is represented by a section $E \Phi$ of the vector bundle $J^k F \times Y E^*$.

Given bundle coordinates $(x^\lambda, y^i, w^r)$ on $F$ and $(x^\lambda, y^i, c^A)$ on $E$ with respect to the fibre basis $\{e_A\}$ for $E \to Y$, this section reads

$$E \Phi = E^A(x^\lambda, y^i, w^r)e_A, \quad 0 \leq |\Lambda| \leq k. \quad (1.6.9)$$

Then the differential operator (1.6.8) also is represented by a function

$$E \Phi = E^A(x^\lambda, y^i, w^r)c_A \in C^\infty(F \times Y E^*), \quad (1.6.10)$$

on the product $F \times_Y E^*$, where $E^* \to Y$ is the dual of $E \to Y$ coordinated by $(x^\lambda, y^i, c_A)$.

If $F \to Y$ is a vector bundle, a differential operator $\Phi \ (1.6.8)$ on the composite bundle

$$F \to Y \to X$$

is called linear if it is linear on the fibres of the vector bundle $J^k F \to J^k Y$. In this case, its representations (1.6.9) and (1.6.10) take the form

$$E \Phi = \sum_{0 \leq |\Xi| \leq k} E^{A, \Xi}(x^\lambda, y^i, w^r)w^\Xi e_A, \quad 0 \leq |\Lambda| \leq k, \quad (1.6.11)$$

$$E \Phi = \sum_{0 \leq |\Xi| \leq k} E^{A, \Xi}(x^\lambda, y^i, w^r)w^\Xi c_A, \quad 0 \leq |\Lambda| \leq k. \quad (1.6.12)$$

1.7 Infinite order jet formalism

The finite order jet manifolds $J^k Y$ of a fibre bundle $Y \to X$ form the inverse sequence

$$Y \leftarrow J^1 Y \leftarrow \ldots \leftarrow J^{r-1} Y \leftarrow J^r Y \leftarrow \ldots, \quad (1.7.1)$$
sections of $Y_k > r$ all base consists of inverse images of open subsets of coarsest topology such that the surjections $\pi_j$ admitting local sections, i.e., \[ \pi_k^\infty : J^\infty Y \to J^k Y, \] obeying the relations \[ \pi_r^\infty = \pi_k^\infty \circ \pi_k^\infty \] for all admissible $k$ and $r < k$. A projective limit of the inverse system (1.7.1) always exists. It consists of those elements \[ (\ldots, z_r, \ldots, z_k, \ldots), \quad z_r \in J^r Y, \quad z_k \in J^k Y, \] of the Cartesian product $\prod_k J^k Y$ which satisfy the relations $z_r = \pi_k^r(z_k)$ for all $k > r$. One can think of elements of $J^\infty Y$ as being infinite order jets of sections of $Y \to X$ identified by their Taylor series at points of $X$.

The set $J^\infty Y$ is provided with the projective limit topology. This is the coarsest topology such that the surjections $\pi_r^\infty$ (1.7.2) are continuous. Its base consists of inverse images of open subsets of $J^r Y$, $r = 0, \ldots, \infty$, under the maps $\pi_r^\infty$. With this topology, $J^\infty Y$ is a paracompact Fréchet (complete metrizable, but not Banach) manifold modelled over a locally convex vector space of formal number series \[ \{a^\lambda, a^\lambda_1, \ldots\} \] [150]. It is called the infinite order jet manifold. One can show that the surjections $\pi_r^\infty$ are open maps admitting local sections, i.e., $J^\infty Y \to J^r Y$ are continuous bundles. A bundle coordinate atlas \[ \{(\pi_k^\infty)^{-1}(U), (x^\lambda, y^\lambda_1)\}_{0 \leq |\lambda|}, \quad y^\lambda_i = \frac{\partial x^\mu}{\partial x^\lambda} d_\mu y^\lambda_i, \] (1.7.3)

**Theorem 1.7.1.** A fibre bundle $Y$ is a strong deformation retract of the infinite order jet manifold $J^\infty Y$ [4; 56].

**Proof.** To show that $Y$ is a strong deformation retract of $J^\infty Y$, let us construct a homotopy from $J^\infty Y$ to $Y$ in an explicit form. Let $\gamma(k)$, $k \leq 1$, be global sections of the affine jet bundles $J^k Y \to J^{k-1} Y$. Then we have a global section \[ \gamma : Y \ni (x^\lambda, y^\lambda) \to (x^\lambda, y^\lambda, y^\lambda_\Lambda = \gamma(\lambda) \circ \gamma(\lambda-1) \circ \ldots \circ \gamma(1)) \in J^\infty Y, \] (1.7.4)

of the open surjection $\pi_\infty^\infty : J^\infty Y \to Y$. Let us consider the map \[ [0, 1] \times J^\infty Y \ni (t, x^\lambda, y^\lambda) \to (x^\lambda, y^\lambda, y^\lambda_\Lambda(1 \times J^\infty Y, \quad (1.7.5) \]

\[ y^\lambda_\Lambda = f_k(t)y^\lambda_\Lambda + (1 - f_k(t))\gamma(k) \Lambda(x^\lambda, y^\lambda, y^\lambda_\Sigma), \quad \Sigma < k = |\Lambda|, \]
where \( f_k(t) \) is a continuous monotone real function on \([0,1]\) such that
\[
f_k(t) = \begin{cases} 
0, & t \leq 1 - 2^{-k}, \\
1, & t \geq 1 - 2^{-(k+1)}. 
\end{cases}
\] (1.7.6)

A glance at the transition functions (1.7.3) shows that, although written in a coordinate form, this map is globally defined. It is continuous because, given an open subset \( U_k \subset J^kY \), the inverse image of the open set \( (\pi_\infty k)^{-1}(U_k) \subset J^{\infty}Y \) is an open subset
\[
(0, 1] \times (\pi_\infty k)^{-1}(U_k) \cup (t_{k-1}, 1] \times (\pi_\infty k-1)^{-1}(\pi_k^{-1}[U_k \cap \gamma_k(J^{k-1}Y)]) \cup \\
\cdots \cup [0, 1] \times (\pi_\infty)^{-1}(\pi_k^{-1}[U_k \cap \gamma_k \circ \cdots \circ \gamma_1(Y)])
\]
of \([0,1] \times J^{\infty}Y\), where \([t_r, 1] = \text{supp } f_r\). Then, the map (1.7.5) is a desired homotopy from \( J^{\infty}Y \) to \( Y \) which is identified with its image under the global section (1.7.4).

**Corollary 1.7.1.** By virtue of the Vietoris–Begle theorem [22], there is an isomorphism
\[
H^*(J^\infty Y; \mathbb{R}) = H^*(Y; \mathbb{R})
\] (1.7.7)
between the cohomology of \( J^\infty Y \) with coefficients in the constant sheaf \( \mathbb{R} \) and that of \( Y \).

The inverse sequence (1.7.1) of jet manifolds yields the direct sequence of graded differential algebras \( O^*_r \) of exterior forms on finite order jet manifolds
\[
O^*(X) \xrightarrow{\pi^*} O^*(Y) \xrightarrow{\pi^*_1} O^*_1 \xrightarrow{\pi^*_2} \cdots \xrightarrow{\pi^*_{r-1}} O^*_r \xrightarrow{\pi^*_r} \cdots
\] (1.7.8)
where \( \pi^*_r \) are the pull-back monomorphisms. Its direct limit
\[
O^*_\infty Y = \lim_{r \to \infty} O^*_r
\] (1.7.9)
exists and consists of all exterior forms on finite order jet manifolds modulo the pull-back identification. In accordance with Theorem 10.1.5, \( O^*_\infty Y \) is a differential graded algebra which inherits the operations of the exterior differential \( d \) and exterior product \( \wedge \) of exterior algebras \( O^*_r \). If there is no danger of confusion, we denote \( O^*_\infty = O^*_\infty Y \).

**Theorem 1.7.2.** The cohomology \( H^*(O^*_\infty) \) of the de Rham complex
\[
0 \longrightarrow \mathbb{R} \longrightarrow O^0_\infty \xrightarrow{d} O^1_\infty \xrightarrow{d} \cdots
\] (1.7.10)
of the differential graded algebra \( O^*_\infty \) equals the de Rham cohomology \( H^*_\text{DR}(Y) \) of a fibre bundle \( Y \) [3; 17].
1.7. Infinite order jet formalism

Proof. By virtue of Theorem 10.3.2, the operation of taking homology groups of cochain complexes commutes with the passage to a direct limit. Since the differential graded algebra $\mathcal{O}_\infty^*$ is a direct limit of differential graded algebras $\mathcal{O}_r^*$, its cohomology $H^*(\mathcal{O}_\infty^*)$ is isomorphic to the direct limit of the direct sequence

$$
H^*_{\text{DR}}(Y) \longrightarrow H^*_{\text{DR}}(J^1Y) \longrightarrow \cdots \quad (1.7.11)
$$

of the de Rham cohomology groups $H^*_{\text{DR}}(J^rY)$ of finite order jet manifolds $J^rY$. In accordance with Remark 1.5.3, all these groups equal the de Rham cohomology $H^*_{\text{DR}}(Y)$ of $Y$, and so is its direct limit $H^*(\mathcal{O}_\infty^*)$. □

Corollary 1.7.2. Any closed form $\phi \in \mathcal{O}_\infty^*$ is decomposed into the sum $\phi = \sigma + d\xi$, where $\sigma$ is a closed form on $Y$.

One can think of elements of $\mathcal{O}_\infty^*$ as being differential forms on the infinite order jet manifold $J^\infty Y$ as follows. Let $\Omega^*_r$ be a sheaf of germs of exterior forms on $J^rY$ and $\Omega^*_r$ the canonical presheaf of local sections of $\Omega^*_r$. Since $\pi_{r-1}^r$ are open maps, there is the direct sequence of presheaves

$$
\Omega^*_0 \longrightarrow \Omega^*_1 \longrightarrow \cdots \longrightarrow \Omega^*_r \longrightarrow \cdots
$$

Its direct limit $\Omega^*_\infty$ is a presheaf of differential graded algebras on $J^\infty Y$. Let $\Omega^*_\infty$ be the sheaf of differential graded algebras of germs of $\Omega^*_\infty$ on $J^\infty Y$. The structure module

$$
\mathcal{Q}_\infty^* = \Gamma(\Omega^*_\infty) \quad (1.7.12)
$$

of global sections of $\Omega^*_\infty$ is a differential graded algebra such that, given an element $\phi \in \mathcal{Q}_\infty^*$ and a point $z \in J^\infty Y$, there exist an open neighbourhood $U$ of $z$ and an exterior form $\phi^{(k)}$ on some finite order jet manifold $J^kY$ so that

$$
\phi|_U = \pi_{k-1}^* \phi^{(k)}|_U.
$$

Therefore, one can think of $\mathcal{Q}_\infty^*$ as being an algebra of locally exterior forms on finite order jet manifolds. In particular, there is a monomorphism $\mathcal{O}_\infty^* \rightarrow \mathcal{Q}_\infty^*$.

Theorem 1.7.3. The paracompact space $J^\infty Y$ admits a partition of unity by elements of the ring $\mathcal{Q}_\infty^*$ [150].
Since elements of the differential graded algebra \( Q^\infty_* \) are locally exterior forms on finite order jet manifolds, the following Poincaré lemma holds.

**Lemma 1.7.1.** Given a closed element \( \phi \in Q^\infty_* \), there exists a neighbourhood \( U \) of each point \( z \in J^\infty Y \) such that \( \phi|_U \) is exact.

**Theorem 1.7.4.** The cohomology \( H^*(Q^\infty_*) \) of the de Rham complex

\[
0 \longrightarrow \mathbb{R} \longrightarrow Q^0_\infty \xrightarrow{d} Q^1_\infty \xrightarrow{d} \cdots.
\]

of the differential graded algebra \( Q^\infty_* \) equals the de Rham cohomology of a fibre bundle \( Y \) [4; 150].

**Proof.** Let us consider the de Rham complex of sheaves

\[
0 \longrightarrow \mathbb{R} \longrightarrow \Omega^0_\infty \xrightarrow{d} \Omega^1_\infty \xrightarrow{d} \cdots
\]

on \( J^\infty Y \). By virtue of Lemma 1.7.1, it is exact at all terms, except \( \mathbb{R} \). Being sheaves of \( Q^0_\infty \)-modules, the sheaves \( \Omega^r_\infty \) are fine and, consequently acyclic because the paracompact space \( J^\infty Y \) admits the partition of unity by elements of the ring \( Q^0_\infty \). Thus, the complex (1.7.14) is a resolution of the constant sheaf \( \mathbb{R} \) on \( J^\infty Y \). In accordance with abstract de Rham Theorem 10.7.5, cohomology \( H^*(Q^\infty_*) \) of the complex (1.7.13) equals the cohomology \( H^*(J^\infty Y; \mathbb{R}) \) of \( J^\infty Y \) with coefficients in the constant sheaf \( \mathbb{R} \).

Since \( Y \) is a strong deformation retract of \( J^\infty Y \), there is the isomorphism (1.5.5) and, consequently, a desired isomorphism

\[
H^*(Q^\infty_*) = H^*_{DR}(Y).
\]

Due to a monomorphism \( O^\infty_* \rightarrow Q^\infty_* \), one can restrict \( O^\infty_* \) to the coordinate chart (1.7.3) where horizontal forms \( dx^\lambda \) and contact one-forms

\[
\theta^i_\Lambda = dy^i_\Lambda - y^i_\Lambda dx^\lambda
\]

make up a local basis for the \( O^0_\infty \)-algebra \( O^\infty_* \). Though \( J^\infty Y \) is not a smooth manifold, elements of \( O^\infty_* \) are exterior forms on finite order jet manifolds and, therefore, their coordinate transformations are smooth. Moreover, there is the canonical decomposition

\[
O^\infty_* = \bigoplus O^{k,m}_\infty
\]

of \( O^\infty_* \) into \( O^0_\infty \)-modules \( O^{k,m}_\infty \) of \( k \)-contact and \( m \)-horizontal forms together with the corresponding projectors

\[
h_k : O^\infty_* \rightarrow O^{k,*}_\infty, \quad h^m : O^* \rightarrow O^{*,m}_\infty.
\]
Accordingly, the exterior differential on $\mathcal{O}_*^\infty$ is decomposed into the sum
\[ d = d_V + d_H \]
of the vertical differential
\[ d_V \circ h^m = h^m \circ d \circ h^m, \quad d_V(\phi) = \theta^\Lambda_A \phi, \quad \phi \in \mathcal{O}_\infty^*, \]
and the total differential
\[ d_H \circ h_k = h_k \circ d \circ h_k, \quad d_H \circ h_0 = h_0 \circ d, \quad d_H(\phi) = dx^\Lambda \wedge d\phi, \]
where
\[ d\phi = \partial\phi + \sum_{0<|\Lambda|} y^i_{\Lambda+\lambda} \partial^A_i \]
(1.7.15)
are the infinite order total derivatives. These differentials obey the nilpotent conditions
\[ d_H \circ d_H = 0, \quad d_V \circ d_V = 0, \quad d_H \circ d_V + d_V \circ d_H = 0, \]
(1.7.16)
and make $\mathcal{O}_*^\infty$ into a bicomplex.

Let us consider the $\mathcal{O}_0^\infty$-module $\mathcal{O}_0^\infty$ of derivations of the real ring $\mathcal{O}_0^\infty$.

**Theorem 1.7.5.** The derivation module $\mathcal{O}_0^\infty$ is isomorphic to the $\mathcal{O}_\infty^0$-dual $(\mathcal{O}_0^\infty)^*$ of the module of one-forms $\mathcal{O}_0^\infty$ [59].

**Proof.** At first, let us show that $\mathcal{O}_0^\infty$ is generated by elements $df$, $f \in \mathcal{O}_0^\infty$. It suffices to justify that any element of $\mathcal{O}_0^\infty$ is a finite $\mathcal{O}_\infty^0$-linear combination of elements $df$, $f \in \mathcal{O}_0^\infty$. Indeed, every $\phi \in \mathcal{O}_\infty^0$ is an exterior form on some finite order jet manifold $J^rY$. By virtue of Serre–Swan Theorem 10.9.3, the $C^\infty(J^rY)$-module $\mathcal{O}_0^1$ of one-forms on $J^rY$ is a projective module of finite rank, i.e., $\phi$ is represented by a finite $C^\infty(J^rY)$-linear combination of elements $df$, $f \in C^\infty(J^rY) \subset \mathcal{O}_0^\infty$. Any element $\Phi \in (\mathcal{O}_0^1)^*$ yields a derivation $\phi = \Phi(df)$ of the real ring $\mathcal{O}_0^\infty$. Since the module $\mathcal{O}_0^1$ is generated by elements $df$, $f \in \mathcal{O}_0^\infty$, different elements of $(\mathcal{O}_0^1)^*$ provide different derivations of $\mathcal{O}_\infty^0$, i.e., there is a monomorphism $(\mathcal{O}_0^1)^* \rightarrow \mathcal{O}_0^\infty$. By the same formula, any derivation $\delta \in \mathcal{O}_0^\infty$ sends $df \rightarrow \delta(df)$ and, since $\mathcal{O}_0^\infty$ is generated by elements $df$, it defines a morphism $\Phi_\delta : \mathcal{O}_0^1 \rightarrow \mathcal{O}_0^\infty$. Moreover, different derivations $\delta$ provide different morphisms $\Phi_\delta$. Thus, we have a monomorphism $\mathcal{O}_0^\infty \rightarrow (\mathcal{O}_0^1)^*$ and, consequently, isomorphism $\mathcal{O}_0^\infty = (\mathcal{O}_0^1)^*$. \(\square\)
The proof of Theorem 1.7.5 gives something more. The differential graded algebra \( O^\infty_\infty \) is a minimal Chevalley–Eilenberg differential calculus \( O^*A \) over the real ring \( A = O^0_\infty \) of smooth real functions on finite order jet manifolds of \( Y \rightarrow X \). Let \( \vartheta|\phi, \vartheta \in \mathfrak{d}O^0_\infty, \phi \in O^1_\infty \), denote the interior product. Extended to the differential graded algebra \( O^*\infty \), the interior product \( \vartheta \int \) obeys the rule
\[
\vartheta \int (\phi \wedge \sigma) = (\vartheta \int \phi) \wedge \sigma + (-1)^{|\phi|} \phi \wedge (\vartheta \int \sigma).
\]

Restricted to a coordinate chart (1.7.3), \( O^1_\infty \) is a free \( O^0_\infty \)-module generated by one-forms \( dx^\lambda, \theta^i_\Lambda \). Since \( dO^0_\infty = (O^1_\infty)^* \), any derivation of the real ring \( O^0_\infty \) takes the coordinate form
\[
\vartheta = \vartheta^\lambda \partial_x^\lambda + \vartheta^i \partial_i + \sum_{0<|\Lambda|} \vartheta^i_\Lambda \partial_\Lambda^i, \tag{1.7.17}
\]
where
\[
\partial_\Lambda^i(y^j_\Sigma) = \partial^i_\Lambda \int dy^j_\Sigma = \delta^i_\Sigma \delta^i_\Lambda
\]
up to permutations of multi-indices \( \Lambda \) and \( \Sigma \). Its coefficients \( \vartheta^\lambda, \vartheta^i, \vartheta^i_\Lambda \) are local smooth functions of finite jet order possessing the transformation law
\[
\vartheta'^\lambda = \partial x'^\lambda \int \partial_x^\mu \vartheta^\mu, \quad \vartheta'^i = \partial y'^i \int \partial y^j \vartheta^j + \partial y'^i \int \partial x^\mu \vartheta^\mu, \quad \vartheta'^i_\Lambda = \sum_{|\Sigma| \leq |\Lambda|} \partial y'^i_\Lambda \int \partial y^j_\Sigma + \partial y'^i_\Lambda \int \partial x^\mu \vartheta^\mu. \tag{1.7.18}
\]

Any derivation \( \vartheta \) (1.7.17) of the ring \( O^0_\infty \) yields a derivation (called the Lie derivative) \( L_\vartheta \) of the differential graded algebra \( O^*\infty \) given by the relations
\[
L_\vartheta \phi = \vartheta \int d\phi + d(\vartheta \int \phi), \\
L_\vartheta (\phi \wedge \phi') = L_\vartheta (\phi) \wedge \phi' + \phi \wedge L_\vartheta (\phi').
\]

**Remark 1.7.1.** In particular, the total derivatives (1.7.15) are defined as the local derivations of \( O^0_\infty \) and the corresponding Lie derivatives
\[
d\lambda \phi = L_{d\lambda} \phi
\]
of \( O^*\infty \). Moreover, the \( C^\infty(X) \)-ring \( O^0_\infty \) possesses the canonical connection
\[
\nabla = dx^\lambda \int d\lambda \tag{1.7.19}
\]
in the sense of Definition 10.2.3 [112].
Chapter 2

Lagrangian field theory on fibre bundles

This Chapter addresses general formulation of Lagrangian theory of even fields on an arbitrary smooth manifold $X$, except the second Noether theorems which involve odd antifields and ghosts. For the sake of convenience, we call $X$ a world manifold. Hereafter, it is assumed that $\dim X > 1$ because $\dim X = 1$ is the case of non-relativistic time-dependent mechanics [111; 137]. We consider Lagrangian field theory of finite order, but it is conventionally formulated in the framework of infinite order jet formalism. Section 2.4 is especially devoted to first order Lagrangian field theory because the basic classical field models are of this type.

2.1 Variational bicomplex

Let $Y \to X$ be a fibre bundle. The graded differential algebra $\mathcal{O}_\infty^*$ (1.7.9), decomposed into the variational bicomplex, describes finite order Lagrangian theories on $Y \to X$ [3; 17; 56; 59; 123; 157]. One also considers the variational bicomplex of the graded differential algebra $\mathcal{Q}_\infty^*$ (1.7.12) [4; 150] and different variants of the variational sequence of finite jet order [3; 97; 162; 163].

In order to transform the bicomplex $\mathcal{O}_\infty^{\ast,*}$ into the variational one, let us consider the following two operators acting on $\mathcal{O}_\infty^{\ast,n}$ [53; 157].

(i) There exists an $\mathbb{R}$-module endomorphism

$$
\varrho = \sum_{k > 0} \frac{1}{k} \varrho^k \circ h_k \circ h^n : \mathcal{O}_\infty^{\ast > 0,n} \to \mathcal{O}_\infty^{\ast > 0,n},
$$

(2.1.1)

$$
\overline{\varrho}(\phi) = \sum_{0 \leq |\Lambda|} (-1)^{|\Lambda|} \theta^i \wedge [d_\Lambda (\partial^\Lambda) \phi], \quad \phi \in \mathcal{O}_\infty^{\ast > 0,n},
$$

possessing the following properties.
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Lemma 2.1.1. For any \( \phi \in \mathcal{O}_{\infty}^{>0,n} \), the form \( \phi - \varrho(\phi) \) is locally \( d_H \)-exact on each coordinate chart (1.7.3).

Lemma 2.1.2. The operator \( \varrho \) obeys the relation
\[
(\varrho \circ d_H)(\psi) = 0, \quad \psi \in \mathcal{O}_{\infty}^{>0,n-1}. \tag{2.1.2}
\]

It follows from Lemmas 2.1.1 and 2.1.2 that \( \varrho \) (2.1.1) is a projector, i.e., \( \varrho \circ \varrho = \varrho \).

(ii) One defines the variational operator \( \delta = \varrho \circ d_H \): \( \mathcal{O}_{\infty}^{>0,n-1} \rightarrow \mathcal{O}_{\infty}^{>0,n} \).

Lemma 2.1.3. The variational operator \( \delta \) (2.1.3) is nilpotent, i.e., \( \delta \circ \delta = 0 \), and it obeys the relation \( \delta \circ \varrho = \delta \).

Let us denote \( E_k = \varrho(\mathcal{O}_{\infty}^{k,n}) \). Provided with the operators \( d_H, d_V, \varrho \) and \( \delta \), the differential graded algebra \( \mathcal{O}_{\infty}^{*} \) is decomposed into the variational bicomplex
\[
\begin{array}{cccccc}
\vdots & \vdots & \vdots & \vdots & \delta \\
0 \rightarrow & \mathcal{O}_{\infty}^{1,0} & d_H & \mathcal{O}_{\infty}^{1,1} & d_H & \cdots & \mathcal{O}_{\infty}^{1,n} & 0 \rightarrow & E_1 \rightarrow 0 \\
\varrho \rightarrow & \mathcal{O}_{\infty}^{0,1} & d_H & \mathcal{O}_{\infty}^{0,2} & d_H & \cdots & \mathcal{O}_{\infty}^{0,n} & \equiv & \mathcal{O}_{\infty}^{0,n} \\
\vdots & \vdots & \vdots & \vdots & \delta \\
0 \rightarrow & \mathcal{O}(X) & d & \mathcal{O}(X) & d & \cdots & \mathcal{O}(X) & d & 0 \\
\varrho \rightarrow & \mathcal{O}(X) & d & \mathcal{O}(X) & d & \cdots & \mathcal{O}(X) & d & 0 \\
0 \rightarrow & 0 & 0 & 0 & 0 & \ldots \\
\end{array} \tag{2.1.4}
\]

It possesses the following cohomology [56; 139] (see Section 2.5 for the proof).

Theorem 2.1.1. The second row from the bottom and the last column of the variational bicomplex (2.1.4) make up the variational complex
\[
0 \rightarrow \mathbb{R} \rightarrow \mathcal{O}_{\infty}^{0} \xrightarrow{d_H} \mathcal{O}_{\infty}^{1} \xrightarrow{d_H} \cdots \xrightarrow{d_H} \mathcal{O}_{\infty}^{n} \xrightarrow{\delta} E_1 \xrightarrow{\delta} E_2 \rightarrow \cdots. \tag{2.1.5}
\]

Its cohomology is isomorphic to the de Rham cohomology of a fibre bundle \( Y \), namely,
\[
H^{k<n}(d_H; \mathcal{O}_{\infty}^{*}) = H^{k<n}_{\text{DR}}(Y), \quad H^{k\geq n}(\delta; \mathcal{O}_{\infty}^{*}) = H^{k\geq n}_{\text{DR}}(Y). \tag{2.1.6}
\]
2.1. Variational bicomplex

**Theorem 2.1.2.** The rows of contact forms of the variational bicomplex (2.1.4) are exact sequences.

Note that the cohomology isomorphism (2.1.6) gives something more. Due to the relations $d_H \circ h_0 = h_0 \circ d$ and $\delta \circ \varrho = \delta$, we have the cochain morphism

$$
\cdots \to O^{n-1}_\infty \xrightarrow{d} O^n_\infty \xrightarrow{H} O^{n+1}_\infty \xrightarrow{d} O^{n+2}_\infty \to \cdots
$$

$$
\cdots \to O^{0,n-1}_\infty \xrightarrow{d_H} O^{0,n}_\infty \xrightarrow{\delta} E_1 \xrightarrow{\delta} E_2 \to \cdots
$$

of the de Rham complex (1.7.10) of the differential graded algebra $O^*_\infty$ to its variational complex (2.1.5). By virtue of Theorems 1.7.2 and 2.1.1, the corresponding homomorphism of their cohomology groups is an isomorphism. Then the splitting of a closed form $\phi \in O^*_\infty$ in Corollary 1.7.2 leads to the following decompositions.

**Theorem 2.1.3.** Any $d_H$-closed form $\phi \in O^{0,m}$, $m < n$, is represented by a sum

$$
\phi = h_0 \sigma + d_H \xi, \quad \xi \in O^{m-1}_\infty,
$$

where $\sigma$ is a closed $m$-form on $Y$. Any $\delta$-closed form $\phi \in O^{k,n}$ is split into

$$
\phi = h_0 \sigma + d_H \xi, \quad k = 0, \quad \xi \in O^{0,n-1}_\infty,
$$

$$
\phi = \varrho(\sigma) + \delta(\xi), \quad k = 1, \quad \xi \in O^{0,n}_\infty,
$$

$$
\phi = \varrho(\sigma) + \delta(\xi), \quad k > 1, \quad \xi \in E_{k-1},
$$

where $\sigma$ is a closed $(n + k)$-form on $Y$.

In Lagrangian formalism on fibre bundles, a finite order Lagrangian and its Euler–Lagrange operator are defined as elements

$$
L = L \omega \in O^{0,n}_\infty,
$$

$$
\delta L = E_L = E_i \theta^i \wedge \omega \in E_1,
$$

$$
E_i = \sum_{0 \leq |\Lambda|} (-1)^{|\Lambda|} d_{\Lambda}(\theta^\Lambda L),
$$

of the variational complex (2.1.5) (see the notation (1.1.33)). Components $E_i$ (2.1.13) of the Euler–Lagrange operator (2.1.12) are called the variational derivatives. Elements of $E_1$ are called the Euler–Lagrange-type operators.

Hereafter, we call a pair $(O^*_\infty, L)$ the Lagrangian system. The following are corollaries of Theorem 2.1.3.
Corollary 2.1.1. A finite order Lagrangian $L$ (2.1.11) is variationally trivial, i.e., $\delta(L) = 0$ if and only if
\[ L = h_0 \sigma + d_H \xi, \quad \xi \in \mathcal{O}^{0,n-1}_{\infty}, \tag{2.1.14} \]
where $\sigma$ is a closed $n$-form on $Y$.

Corollary 2.1.2. A finite order Euler–Lagrange-type operator $E \in E_1$ satisfies the Helmholtz condition $\delta(E) = 0$ if and only if
\[ E = \delta L + \rho(\sigma), \quad L \in \mathcal{O}^{0,n}_{\infty}, \tag{2.1.16} \]
where $\sigma$ is a closed $(n+1)$-form on $Y$.

Remark 2.1.1. Corollaries 2.1.1 and 2.1.2 provide a solution of the so-called global inverse problem of the calculus of variations. This solution agrees with that of [3] obtained by computing cohomology of a variational sequence of bounded jet order, but without minimizing an order of a Lagrangian (see also particular results of [98; 161]). A solution of the global inverse problem of the calculus of variations in the case of a graded differential algebra $Q^*_{\infty}$ (1.7.12) has been found in [4; 150] (see Theorem 2.5.1).

A glance at the expression (2.1.12) shows that, if a Lagrangian $L$ (2.1.11) is of $r$-order, its Euler–Lagrange operator $E_L$ is of $2r$-order. Its kernel $\text{Ker} E_L \subset J^{2r}Y$ is called the Euler–Lagrange equation. It is locally given by the equalities
\[ E_i = \sum_{0 \leq |\Lambda|} (-1)^{|\Lambda|} d_{\lambda}(\partial^\Lambda_i L) = 0. \tag{2.1.15} \]
However, it may happen that the Euler–Lagrange equation is not a differential equation in the strict sense of Definition 1.6.1 because $\text{Ker} E_L$ need not be a closed subbundle of $J^{2r}Y \rightarrow X$.

Euler–Lagrange equations (2.1.15) traditionally came from the variational formula
\[ dL = \delta L - d_H \Xi_L \tag{2.1.16} \]
of the calculus of variations. In formalism of the variational bicomplex, this formula is a corollary of Theorem 2.1.2.

Corollary 2.1.3. The exactness of the row of one-contact forms of the variational bicomplex (2.1.4) at the term $\mathcal{O}_{\infty}^{1,n}$ relative to the projector $\rho$ provides the $\mathbb{R}$-module decomposition
\[ \mathcal{O}^{1,n}_{\infty} = E_1 \oplus d_H(\mathcal{O}^{1,n-1}_{\infty}). \]
In particular, any Lagrangian $L$ admits the decomposition (2.1.16).
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Defined up to a \( d_H \)-closed term, a form \( \Xi_L \in \mathcal{O}_\infty^n \) in the variational formula (2.1.16) reads

\[
\Xi_L = L + [(\partial^{\lambda}_i \mathcal{L} - d_{i\mu} F^{\mu \lambda}_i) \theta^i + \sum_{s=1} \mathcal{F}_{i}^{\lambda_{s}\ldots\nu_{1}} \theta_{i}^{\nu_{s}\ldots\nu_{1}}] \wedge \omega_\lambda, \tag{2.1.17}
\]

\[
\mathcal{F}_{i}^{\nu_{k}\ldots\nu_{1}} = \partial^{\nu_{k}\ldots\nu_{1}} \mathcal{L} - d_{\mu} F_{i}^{\mu \nu_{k}\ldots\nu_{1}} + \sigma_{i}^{\nu_{k}\ldots\nu_{1}}, \quad k = 2, 3, \ldots
\]

where \( \sigma_{i}^{\nu_{k}\ldots\nu_{1}} \) are local functions such that \( \sigma_{i}^{\nu_{k}\nu_{k}-1\ldots\nu_{1}} = 0 \).

It is readily observed that the form \( \Xi_L \) (2.1.17) possesses the following properties:

- \( h_0(\Xi_L) = L \),
- \( h_0(\vartheta \Downarrow d \Xi_L) = \vartheta^i \mathcal{E}_i \omega \) for any derivation \( \vartheta \) (1.7.17).

Consequently, \( \Xi_L \) is a Lepage equivalent of a Lagrangian \( L \).

**Remark 2.1.2.** Following the terminology of finite order jet formalism [53; 65; 99], we call an exterior \( n \)-form \( \rho \in \mathcal{O}_\infty^n \) the Lepage form if, for any derivation \( \vartheta \) (1.7.17), the density \( h_0(\vartheta \Downarrow d \rho) \) depends only on the restriction of \( \vartheta \) to a derivation \( \vartheta^\lambda \partial_\lambda + \vartheta^i \partial_i \) of the subring \( \mathcal{C}_\infty^\infty(\mathcal{Y}) \subset \mathcal{O}_\infty^0 \). The Lepage forms constitute a real vector space. In particular, closed \( n \)-forms and \((2 \leq k)\)-contact \( n \)-forms are Lepage forms. Given a Lagrangian \( L \), a Lepage form \( \rho \) is called the Lepage equivalent of \( L \) if \( h_0(\rho) = L \). Any Lepage form \( \rho \) is a Lepage equivalent of the Lagrangian \( h_0(\rho) \). Conversely, any \( r \)-order Lagrangian possesses a Lepage equivalent of \((2r-1)\)-order [65]. The Lepage equivalents of a Lagrangian \( L \) constitute an affine space modelled over a vector space of contact Lepage forms. In particular, one can locally put \( \sigma_{i}^{\nu_{k}\ldots\nu_{1}} = 0 \) in the formula (2.1.17).

Our special interest is concerned with Lagrangian theories on an affine bundle \( Y \to X \). Since \( X \) is a strong deformation retract of an affine bundle \( Y \), the de Rham cohomology of \( Y \) equals that of \( X \). In this case, the cohomology (2.1.6) of the variational complex (2.1.5) equals the de Rham cohomology of \( X \), namely,

\[
H^{\leq n}(d_H; \mathcal{O}_\infty^n) = H^{< n}_{\text{DR}}(X),
\]

\[
H^{n}(\delta; \mathcal{O}_\infty^n) = H^{n}_{\text{DR}}(X),
\]

\[
H^{> n}(\delta; \mathcal{O}_\infty^n) = 0. \tag{2.1.18}
\]

It follows that every \( d_H \)-closed form \( \phi \in \mathcal{O}_{\infty}^{0, m < n} \) is represented by the sum

\[
\phi = \sigma + d_H \xi, \quad \xi \in \mathcal{O}_{\infty}^{0, m-1}. \tag{2.1.19}
\]
where $\sigma$ is a closed $m$-form on $X$. Similarly, any variationally trivial Lagrangian takes the form

$$L = \sigma + d_H \xi, \quad \xi \in \mathcal{O}_\infty^{0,n-1}, \quad (2.1.20)$$

where $\sigma$ is an $n$-form on $X$.

In view of the cohomology isomorphism (2.1.18), if $Y \to X$ is an affine bundle, let us restrict our consideration to the short variational complex

$$0 \to \mathbb{R} \to \mathcal{O}_\infty^0 \xrightarrow{d_H} \mathcal{O}_\infty^{0,1} \to \cdots \to \mathcal{O}_\infty^{0,n} \xrightarrow{\delta} \mathcal{E}_1, \quad (2.1.21)$$

whose non-trivial cohomology equals that of the variational complex (2.1.5).

Let us consider a differential graded subalgebra $\mathcal{P}_\infty^* \subset \mathcal{O}_\infty^*$ of exterior forms whose coefficients are polynomials in jet coordinates $y_i^\Lambda$, $0 \leq |\Lambda|$, of the continuous bundle $J^\infty Y \to X$. This property is coordinate-independent due to the transition functions (1.7.3).

**Theorem 2.1.4.** The cohomology of the short variational complex

$$0 \to \mathbb{R} \to \mathcal{P}_\infty^0 \xrightarrow{d_H} \mathcal{P}_\infty^{0,1} \to \cdots \to \mathcal{P}_\infty^{0,n} \xrightarrow{\delta} 0 \quad (2.1.22)$$

of the polynomial algebra $\mathcal{P}_\infty^*$ equals that of the complex (2.1.21), i.e., the de Rham cohomology of $X$ [56] (see Section 2.5 for the proofs).

### 2.2 Lagrangian symmetries

Given a Lagrangian system $(\mathcal{O}_\infty^*, L)$, its infinitesimal transformations are defined to be contact derivations of the ring $\mathcal{O}_\infty^0$.

A derivation $\vartheta \in \mathcal{O}_\infty^0$ (1.7.17) is called contact if the Lie derivative $L_v$ preserves the ideal of contact forms of the differential graded algebra $\mathcal{O}_\infty^*$, i.e., the Lie derivative $L_v$ of a contact form is a contact form.

**Lemma 2.2.1.** A derivation $\vartheta$ (1.7.17) is contact if and only if it takes the form

$$\vartheta = v^\Lambda \partial_\Lambda + v^i \partial_i + \sum_{0 < |\Lambda|} [d_\Lambda (v^i - y^i_\mu v^\mu) + y^i_\mu + \Lambda v^\mu] \partial_1^\Lambda. \quad (2.2.1)$$

**Proof.** The expression (2.2.1) results from a direct computation similar to that of the first part of Bäcklund’s theorem [81]. One can then justify that local functions (2.2.1) satisfy the transformation law (1.7.18). \qed
2.2. Lagrangian symmetries

A glance at the expression (1.5.8) enables one to regard a contact derivation \( \vartheta \) (2.2.1) as an infinite order jet prolongation \( \vartheta = J^\infty \nu \) of its restriction
\[
v = v^\lambda \partial_\lambda + v^i \partial_i
\] (2.2.2)
to the ring \( C^\infty(Y) \). Since coefficients \( v^\lambda \) and \( v^i \) of \( \nu \) (2.2.2) depend generally on jet coordinates \( y^i_\Lambda, 0 < |\Lambda| \), one calls \( \nu \) (2.2.2) a generalized vector field. It can be represented as a section of some pull-back bundle
\[
J^r Y \times TY \to J^r Y.
\]
A contact derivation \( \vartheta \) (2.2.1) is called projectable, if the generalized vector field \( \nu \) (2.2.2) projects onto a vector field \( v^\lambda \partial_\lambda \) on \( X \), i.e., its components \( \vartheta^\lambda \) depend only on coordinates on \( X \).

Any contact derivation \( \vartheta \) (2.2.1) admits the horizontal splitting
\[
\vartheta = \vartheta^H + \vartheta^V = v^\lambda \partial_\lambda + \sum_{0 < \Lambda} d_\Lambda v^\Lambda_i \partial_\Lambda_i
\] (2.2.3)
relative to the canonical connection \( \nabla \) (1.7.19) on the \( C^\infty(X) \)-ring \( O_0^n \).

**Lemma 2.2.2.** Any vertical contact derivation
\[
\vartheta = v^i \partial_i + \sum_{0 < \Lambda} d_\Lambda v^\Lambda_i \partial_\Lambda_i
\] (2.2.5)
obeys the relations
\[
\vartheta | d_H \phi = -d_H(\vartheta | \phi),
\]
\[
L_\vartheta(d_H \phi) = d_H(L_\phi \phi), \quad \phi \in O_0^n.
\] (2.2.6) (2.2.7)

**Proof.** It is easily justified that, if \( \phi \) and \( \phi' \) satisfy the relation (2.2.6), then \( \phi \wedge \phi' \) does well. Then it suffices to prove the relation (2.2.6) when \( \phi \) is a function and \( \phi = \theta^\lambda \). The result follows from the equalities
\[
\vartheta | \theta^\lambda = v^\lambda, \quad d_H(v^\lambda) = v^\lambda d \theta^\lambda, \quad d_H \theta^\lambda = d x^\lambda \wedge \theta^\lambda, (2.2.8)
\]
\[
d_\lambda \circ v^\lambda \partial_\lambda = v^\lambda \partial_\lambda \circ d_\lambda. (2.2.9)
\]
The relation (2.2.7) is a corollary of the equality (2.2.6).

The global decomposition (2.1.16) leads to the following first variational formula (Theorem 2.2.1) and the first Noether theorem (Theorem 2.2.2).

**Theorem 2.2.1.** Given a Lagrangian \( L \in O_0^n \), its Lie derivative \( L_\nu L \) along a contact derivation \( \nu \) (2.2.3) fulfills the first variational formula
\[
L_\nu L = \nu_V [\delta L + d_H(h_0(\vartheta | \Xi_L))] + Ld_\nu (v_H | \omega), (2.2.10)
\]
where \( \Xi_L \) is the Lepage equivalent (2.1.17) of \( L \).
Proof. The formula (2.2.10) comes from the splitting (2.1.16) and the relations (2.2.6) as follows:

\[ L_\vartheta L = \vartheta \delta L + d(\vartheta) + dHL + \vartheta \delta L + dvH \omega + [dH \vartheta]L + dV(\vartheta \delta L) = \vartheta \delta L + dH(\vartheta \delta L) + \vartheta \delta L + dH(\vartheta \delta L) + dH(vH) \omega, \]

where

\[ \vartheta \delta L = h_0(\vartheta \delta L) \]

since \( \delta L - L \) is a one-contact form and

\[ \vartheta H \delta L = h_0(\vartheta H \delta L). \]

A contact derivation \( \vartheta \) (2.2.1) is called a variational symmetry of a Lagrangian \( L \) if the Lie derivative \( L_\vartheta L \) is \( dH \)-exact, i.e.,

\[ L_\vartheta L = dH \sigma. \]  

Lemma 2.2.3. A glance at the expression (2.2.10) shows the following.

(i) A contact derivation \( \vartheta \) is a variational symmetry only if it is projectable.

(ii) Any projectable contact derivation is a variational symmetry of a variationally trivial Lagrangian. It follows that, if \( \vartheta \) is a variational symmetry of a Lagrangian \( L \), it also is a variational symmetry of a Lagrangian \( L + L_0 \), where \( L_0 \) is a variationally trivial Lagrangian.

(iii) A projectable contact derivations \( \vartheta \) is a variational symmetry if and only if its vertical part \( \vartheta V \) (2.2.3) is well.

(iv) A projectable contact derivations \( \vartheta \) is a variational symmetry if and only if the density \( \vartheta V \delta L \) is \( dH \)-exact.

It is readily observed that variational symmetries of a Lagrangian \( L \) constitute a real vector subspace \( \mathcal{G}_L \) of the derivation module \( \mathcal{O}_\infty^L \). By virtue of item (ii) of Lemma 2.2.3, the Lie bracket

\[ L_{[\vartheta,\vartheta]} = [L_\vartheta, L_\vartheta'] \]

of variational symmetries is a variational symmetry and, therefore, their vector space \( \mathcal{G}_L \) is a real Lie algebra.

The following is the first Noether theorem.

Theorem 2.2.2. If a contact derivation \( \vartheta \) (2.2.1) is a variational symmetry (2.2.11) of a Lagrangian \( L \), the first variational formula (2.2.10)
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restricted to the kernel of the Euler–Lagrange operator \( \text{Ker} \mathcal{E}_L \) leads to the weak conservation law

\[
0 \approx d_H(h_0(\vartheta|\Xi_L)) - \sigma
\]  
(2.2.12)

on the shell \( \delta L = 0 \).

A variational symmetry \( \vartheta \) of a Lagrangian \( L \) is called its exact symmetry or, simply, a symmetry if

\[
L_\vartheta L = 0.
\]  
(2.2.13)

Symmetries of a Lagrangian \( L \) constitute a real vector space, which is a real Lie algebra. However, its vertical symmetries \( \upsilon \) (2.2.5) obey the relation

\[
L_\upsilon L = \upsilon|dL
\]

and, therefore, make up a \( \mathcal{C}^\infty_\infty \)-module which is a \( \text{Lie} \, C^\infty(X) \)-algebra.

If \( \vartheta \) is an exact symmetry of a Lagrangian \( L \), the weak conservation law (2.2.12) takes the form

\[
0 \approx d_H(h_0(\vartheta|\Xi_L)) = -d_H\mathcal{J}_\upsilon,
\]  
(2.2.14)

where

\[
\mathcal{J}_\upsilon = \mathcal{J}^\mu_\upsilon \omega_\mu = -h_0(\vartheta|\Xi_L)
\]  
(2.2.15)

is called the symmetry current. Of course, the symmetry current (2.2.15) is defined with the accuracy of a \( d_H \)-closed term. Therefore, a Lagrangian symmetry \( \vartheta \) fails to define a unique conserved current, but \( \mathcal{J}_\upsilon \) (2.2.15) is surely conserved.

Let \( \vartheta \) be an exact symmetry of a Lagrangian \( L \). Whenever \( L_0 \) is a variationally trivial Lagrangian, \( \vartheta \) is a variational symmetry of the Lagrangian \( L + L_0 \) such that the weak conservation law (2.2.12) for this Lagrangian is reduced to the weak conservation law (2.2.14) for a Lagrangian \( L \) as follows:

\[
L_\vartheta(L + L_0) = d_H\sigma \approx d_H\sigma - d_H\mathcal{J}_\upsilon.
\]

Remark 2.2.1. In accordance with the standard terminology, variational and exact symmetries generated by generalized vector fields (2.2.2) are called generalized symmetries because they depend on derivatives of variables. Generalized symmetries of differential equations and Lagrangian systems have been intensively investigated [24; 40; 59; 81; 96; 123]. Accordingly, by variational symmetries and symmetries one means only those generated by vector fields \( u \) on \( Y \). We agree to call them classical symmetries.
Let $\vartheta$ be a classical variational symmetry of a Lagrangian $L$, i.e., $\vartheta$ (2.2.1) is the jet prolongation of a vector field $u$ on $Y$. Then the relation
\[ L_{\vartheta} E_L = \delta (L_{\vartheta} L) \] (2.2.16)
holds \[53; 123\]. It follows that $\vartheta$ also is a symmetry of the Euler–Lagrange operator $E_L$ of $L$, i.e.,
\[ L_{\vartheta} E_L = 0. \]
However, the equality (2.2.16) fails to be true in the case of generalized symmetries.

2.3 Gauge symmetries

Treating gauge symmetries of Lagrangian field theory, one is traditionally based on an example of the Yang–Mills gauge theory of principal connections on a principal bundle (see Section 5.8). This notion of gauge symmetries is generalized to Lagrangian field theory on an arbitrary fibre bundle $Y \to X$ as follows \[12; 13\].

**Definition 2.3.1.** Let $E \to X$ be a vector bundle and $E(X)$ the $C^\infty(X)$ module $E(X)$ of sections of $E \to X$. Let $\zeta$ be a linear differential operator on $E(X)$ taking values into the vector space $G_L$ of variational symmetries of a Lagrangian $L$ (see Definition 10.2.1). Elements
\[ u_\xi = \zeta(\xi) \] (2.3.1)
of $\text{Im} \, \zeta$ are called the gauge symmetry of a Lagrangian $L$ parameterized by sections $\xi$ of $E \to X$. They are called the gauge parameters.

**Remark 2.3.1.** The differential operator $\zeta$ in Definition 2.3.1 takes its values into the vector space $G_L$ as a subspace of the $C^\infty(X)$-module $\mathcal{O}^0_\infty$, but it sends the $C^\infty(X)$-module $E(X)$ into the real vector space $G_L \subset \mathcal{O}^0_\infty$. The differential operator $\zeta$ is assumed to be at least of first order (see Remark 2.3.2).

Equivalently, the gauge symmetry (2.3.1) is given by a section $\tilde{\zeta}$ of the fibre bundle
\[ (J^r_Y \times J^m_Y) \times T_Y \to J^r_Y \times J^m_Y \]
(see Definition 1.6.2) such that
\[ u_\xi = \zeta(\xi) = \tilde{\zeta} \circ \xi \]
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for any section \( \xi \) of \( E \to X \). Hence, it is a generalized vector field \( u_\xi \) on the product \( Y \times E \) represented by a section of the pull-back bundle

\[
J^k(Y \times E) \times T(Y \times E) \to J^k(Y \times E), \quad k = \max(r, m),
\]

which lives in

\[
TY \subset T(Y \times E).
\]

This generalized vector field yields a contact derivation \( J^\infty u_\xi \) (2.2.1) of the real ring \( \mathcal{O}_{\infty}^0[Y \times E] \) which obeys the following condition.

**Condition 2.3.1.** Given a Lagrangian

\[
L \in \mathcal{O}_{\infty}^{0,n} E \subset \mathcal{O}_{\infty}^{0,n} [Y \times E],
\]

let us consider its Lie derivative

\[
L_{J^\infty u_\xi} L = J^\infty u_\xi | dL + d(J^\infty u_\xi | L) \quad (2.3.2)
\]

where \( d \) is the exterior differential of \( \mathcal{O}_{\infty}^0[Y \times E] \). Then, for any section \( \xi \) of \( E \to X \), the pull-back \( \xi^* L \) is \( d_H \)-exact.

It follows at once from the first variational formula (2.2.10) for the Lie derivative (2.3.2) that Condition 2.3.1 holds only if \( u_\xi \) projects onto a generalized vector field on \( E \) and, in this case, if and only if the density \( (u_\xi)_V | E \) is \( d_H \)-exact. Thus, we come to the following equivalent definition of gauge symmetries.

**Definition 2.3.2.** Let \( E \to X \) be a vector bundle. A gauge symmetry of a Lagrangian \( L \) parameterized by sections \( \xi \) of \( E \to X \) is defined as a contact derivation \( \vartheta = J^\infty u \) of the real ring \( \mathcal{O}_{\infty}^0[Y \times E] \) such that:

(i) it vanishes on the subring \( \mathcal{O}_{\infty}^0 E \),

(ii) the generalized vector field \( u \) is linear in coordinates \( \chi^a_\Lambda \) on \( J^\infty E \), and it projects onto a generalized vector field on \( E \), i.e., it takes the form

\[
u = \sum_{0 \leq |\Lambda| \leq m} u^\Lambda \alpha(x^\mu) \chi^a_\Lambda \partial_\lambda + \sum_{0 \leq |\Lambda| \leq m} u^\Lambda \beta(y_j) \chi^a_\Lambda \partial_i, \quad (2.3.3)
\]

(iii) the vertical part of \( u \) (2.3.3) obeys the equality

\[
u_V | E = d_H \sigma. \quad (2.3.4)
\]
For the sake of convenience, we also call a generalized vector field (2.3.3) the gauge symmetry. By virtue of item (iii) of Definition 2.3.2, \( u \) (2.3.3) is a gauge symmetry if and only if its vertical part is so.

Gauge symmetries possess the following particular properties.

(i) Let \( E' \to X \) be another vector bundle and \( \zeta' \) a linear \( E(X) \)-valued differential operator on the \( \mathcal{C}_\infty(X) \)-module \( E'(X) \) of sections of \( E' \to X \). Then

\[
    u_{\zeta'}(\xi') = (\zeta \circ \zeta')(\xi')
\]

also is a gauge symmetry of \( L \) parameterized by sections \( \xi' \) of \( E' \to X \). It factorizes through the gauge symmetries \( u_{\phi} \) (2.3.1).

(ii) If a gauge symmetry is an exact Lagrangian symmetry, the corresponding conserved symmetry current \( J_u \) (2.2.15) is reduced to a superpotential (see Theorems 2.4.2 and 4.2.3).

(iii) The direct second Noether theorem associates to a gauge symmetry of a Lagrangian \( L \) the Noether identities of its Euler–Lagrange operator \( \delta L \).

**Theorem 2.3.1.** Let \( u \) (2.3.3) be a gauge symmetry of a Lagrangian \( L \), then its Euler–Lagrange operator \( \delta L \) obeys the Noether identities (2.3.5).

**Proof.** The density (2.3.4) is variationally trivial and, therefore, its variational derivatives with respect to variables \( \chi^a \) vanish, i.e.,

\[
    \mathcal{E}_a = \sum_{0 \leq |\Lambda|} (-1)^{|\Lambda|} d_\Lambda [(u_a^I \Lambda - g_\Lambda u_a^I) \mathcal{E}_i] = 0
\]

(see Notation 4.2.2). In accordance with Definition 4.5.1, the equalities (2.3.5) are the Noether identities for the Euler–Lagrange operator \( \delta L \).

For instance, if the gauge symmetry \( u \) (2.3.3) is of second jet order in gauge parameters, i.e.,

\[
    u_V = (u^a_\Lambda \chi^a + u^a_\mu \chi^a_\mu + u^{\mu} \chi^a_\mu) \partial_V,
\]

the corresponding Noether identities (2.3.5) take the form

\[
    u^a_\Lambda \partial_i \mathcal{E}_r - d_\mu (u^{\mu} \mathcal{E}_r) + d_\nu (u^{\nu} \mathcal{E}_r) = 0,
\]

and vice versa.

**Remark 2.3.2.** A glance at the expression (2.3.7) shows that, if a gauge symmetry is independent of derivatives of gauge parameters (i.e., the differential operator \( \zeta \) in Definition 2.3.1 is of zero order), then all variational...
derivatives of a Lagrangian equals zero, i.e., this Lagrangian is variationally trivial. Therefore, such gauge symmetries usually are not considered (see Example 4.3.1).

**Remark 2.3.3.** The notion of gauge symmetries can be generalized as follows. Let a differential operator $\zeta$ in Definition 2.3.1 need not be linear. Then elements of $\text{Im} \zeta$ are called a generalized gauge symmetry. However, direct second Noether Theorem 2.3.1 is not relevant to generalized gauge symmetries because, in this case, an Euler–Lagrange operator satisfies the identities depending on gauge parameters.

It follows from direct second Noether Theorem 2.3.1 that gauge symmetries of Lagrangian field theory characterize its degeneracy. A problem is that any Lagrangian possesses gauge symmetries and, therefore, one must separate them into the trivial and non-trivial ones. Moreover, gauge symmetries can be reducible, i.e., $\text{Ker} \zeta \neq 0$. Another problem is that gauge symmetries need not form an algebra [48; 61; 63]. The Lie bracket $[u_{\phi}, u_{\phi'}] \in \text{Im} \zeta$ is a variational symmetry, but it need not belong to $\text{Im} \zeta$.

To solve these problems, we follow a different definition of gauge symmetries as those associated to non-trivial Noether identities by means of inverse second Noether Theorem 4.2.1.

### 2.4 First order Lagrangian field theory

In first order Lagrangian field theory on a fibre bundle $Y \to X$, a first order Lagrangian

$$L = \mathcal{L} \omega : J^1Y \to \wedge^n T^*X$$

is defined on the first order jet manifold $J^1Y$, called the configuration space. The corresponding second-order Euler–Lagrange operator (2.1.12) reads

$$\mathcal{E}_L : J^2Y \to T^*Y \wedge (\wedge^n T^*X),$$

$$\mathcal{E}_L = (\partial_i L - d\lambda \pi^i_\lambda) \theta^i \wedge \omega, \quad \pi^i_\lambda = \partial^i \lambda \mathcal{L}.$$ (2.4.2)

Its kernel defines the second order Euler–Lagrange equation

$$(\partial_i - d\lambda \partial^i_\lambda) \mathcal{L} = 0.$$ (2.4.3)

**Remark 2.4.1.** Given a Lagrangian $L$, a holonomic second order connection $\bar{\Gamma}$ (1.3.51) on a fibre bundle $Y \to X$ is called a Lagrangian connection
if it takes its values into the kernel of the Euler–Lagrange operator $E_L$, i.e., if it satisfies the equation
\[ \partial_i L - \partial_\lambda \pi^\lambda_i - y^j_\lambda \partial_j \pi^\lambda_i - \tilde{\Gamma}^j_\lambda_\mu \partial^\mu_j \pi^\lambda_i = 0. \] (2.4.4)

If a Lagrangian connection $\tilde{\Gamma}$ exists, it defines the second order dynamic equation
\[ y^\lambda_\mu = \tilde{\Gamma}^\mu_\lambda_\nu (x^\nu, y^j, y^\nu_j) \] (2.4.5)
on $Y \to X$, whose solutions also are solutions of the Euler–Lagrange equation (2.4.3). Conversely, since the jet bundle $J^2Y \to J^1Y$ is affine, every solution $s$ of the Euler–Lagrange equation also is an integral section of a holonomic second order connection $\tilde{\Gamma}$ which is the global extension of the local section $J^2s(X) \to J^1s(X)$ of this jet bundle over the closed imbedded submanifold $J^1s(X) \subset J^1Y$. Hence, every solution of the Euler–Lagrange equations also is a solution of some second order dynamic equation, but it is not necessarily a Lagrangian connection.

Given a Lagrangian $L$, let us consider the vertical tangent map $VL$ (1.1.15) to $L$ (2.4.1). Since $J^3Y \to Y$ is an affine bundle, $VL$ yields the linear morphism
\[ J^3Y \times (T^*X \otimes Y) \to J^3Y \times (\wedge^n T^*X) \]
over $J^3Y$ and the corresponding morphism
\[ \tilde{L} : J^3Y \to V^*Y \otimes (\wedge^n T^*X) \otimes TX \] (2.4.6)
over $Y$. It is called the Legendre map associated to a Lagrangian $L$. The fibre bundle
\[ \Pi = V^*Y \otimes (\wedge^n T^*X) \otimes TX = V^*Y \wedge (\wedge^{n-1} T^*X) \] (2.4.7)
over $Y$ is called the Legendre bundle. It is provided with the holonomic coordinates $(x^\lambda, y^i, p^\lambda_i)$, where the fibre coordinates $p^\lambda_i$ have the transition functions
\[ p'^\lambda_i = \text{det} \left( \frac{\partial x^\epsilon}{\partial x'^\mu} \right) \frac{\partial y^j}{\partial y'^i} \frac{\partial x'^\lambda}{\partial x^\mu} H^j. \] (2.4.8)

With respect to these coordinates, the Legendre map (2.4.6) reads
\[ p^\lambda_i \circ \tilde{L} = \pi^\lambda_i. \] (2.4.9)
Its range $N_L = \tilde{L}(J^3Y)$ is called the Lagrangian constraint space.
2.4. First order Lagrangian field theory

Definition 2.4.1. A Lagrangian $L$ is said to be:
- hyperregular if the Legendre map $\hat{L}$ is a diffeomorphism;
- regular if $\hat{L}$ is a local diffeomorphism, i.e., $\det(\partial^\mu_i \partial^\nu_j L) \neq 0$;
- semiregular if the inverse image $\hat{L}^{-1}(q)$ of any point $q \in N_L$ is a connected submanifold of $J^1 Y$;
- almost regular if the Lagrangian constraint space $N_L$ is a closed imbedded subbundle

\[ i_N : N_L \to \Pi \]

of the Legendre bundle $\Pi \to Y$ and the Legendre map

\[ \hat{L} : J^1 Y \to N_L \]

(2.4.10)
is a fibred manifold with connected fibres (i.e., a Lagrangian is semiregular).

Remark 2.4.2. A glance at the equation (2.4.4) shows that a regular Lagrangian $L$ admits a unique Lagrangian connection. In this case, the Euler–Lagrange equation for $L$ is equivalent to the second order dynamic equation associated to this Lagrangian connection.

2.4.1 Cartan and Hamilton–De Donder equations

Given a first order Lagrangian $L$, its Lepage equivalents $\Xi_L$ (2.1.17) in the variational formula (2.1.16) read

\[ \Xi_L = L + (\pi^i - d_\mu \sigma^\mu^i) \theta^i \land \omega_\lambda + \sigma^{\lambda \mu} \theta^i \land \omega_\lambda, \]

(2.4.11)

where $\sigma^{\lambda \mu} = -\sigma^{\mu \lambda}$ are skew-symmetric local functions on $Y$. These Lepage equivalents constitute an affine space modelled over a vector space of $d_H$-exact one-contact Lepage forms

\[ \rho = -d_\mu \sigma^i \theta^i \land \omega_\lambda + \sigma^{\lambda \mu} \theta^i \land \omega_\lambda. \]

Let us choose the Poincaré–Cartan form

\[ H_L = \mathcal{L}_\omega + \pi^i \theta^i \land \omega_\lambda \]

(2.4.12)
as the origin of this affine space because it is defined on $J^1 Y$. In a general setting, one also considers other Lepage equivalents of $L$ [100; 101].

The Poincaré–Cartan form (2.4.12) takes its values into the subbundle

\[ J^1 Y \times (T^* Y \land (\bigwedge^{n-1} T^* X)) \]

(2.4.13)
of $T^* J^1 Y$. Hence, it defines a morphism

\[ \tilde{H}_L : J^1 Y \to Z_Y = T^* Y \land (\bigwedge^{n-1} T^* X), \]

(2.4.13)
whose range

\[ Z_L = \hat{H}_L(J^1Y) \]  

(2.4.14)

is an imbedded subbundle \( i_L : Z_L \to Z_Y \) of the fibre bundle \( Z_Y \to Y \). This morphism is called the homogeneous Legendre map. Accordingly, the fibre bundle \( Z_Y \to Y \) (2.4.13) is said to be the homogeneous Legendre bundle. It is equipped with holonomic coordinates \((x^\lambda, y^i, p^\lambda_i, p^i)\) possessing the transition functions

\[
p^i_{\lambda} = \det \left( \frac{\partial x^\nu}{\partial x'^\mu} \right) \frac{\partial y^j}{\partial x'^\nu} \frac{\partial x'^\lambda}{\partial x^\mu} p^i_j, \\
p' = \det \left( \frac{\partial x^\nu}{\partial x'^\mu} \right) \left( p - \frac{\partial y^j}{\partial x'^\nu} \frac{\partial x'^\mu}{\partial x^\nu} p^i_j \right).
\]

(2.4.15)

With respect to these coordinates, the morphism \( \hat{H}_L \) (2.4.13) reads

\[(p^\lambda_i, p^i) \circ \hat{H}_L = (\pi^\mu_i, L - y^i_\mu \pi^\mu_i).\]

A glance at the transition functions (2.4.15) shows that \( Z_Y \) (2.4.13) is a one-dimensional affine bundle

\[ \pi_{\Pi} : Z_Y \to \Pi \]  

(2.4.16)

over the Legendre bundle \( \Pi \) (2.4.7). Moreover, the Legendre map \( \hat{L} \) (2.4.6) is exactly the composition of morphisms

\[ \hat{L} = \pi_{\Pi} \circ H_L : J^1Y \to \Pi. \]  

(2.4.17)

Being a Lepage equivalent of \( L \), the Poincaré–Cartan form \( H_L \) (2.4.12) also is a Lepage equivalent of the first order Lagrangian

\[ \hat{L} = \hat{h}_0(H_L) = (L + (\hat{y}^\lambda_i - y^\lambda_i) \pi^\lambda_i) \omega, \]  

(2.4.18)

\[ \hat{h}_0(dy^i) = \hat{y}^\lambda_i dx^\lambda, \]

on the repeated jet manifold \( J^1J^1Y \), coordinated by

\((x^\lambda, y^i, \hat{y}^\lambda_i, y^\lambda_i \mu).\)

The Euler–Lagrange operator for \( \hat{L} \) (called the Euler–Lagrange–Cartan operator) reads

\[ \mathcal{E}_T : J^1J^1Y \to T^*J^1Y \wedge (\hat{\tilde{\omega}} T^*X), \]

\[ \mathcal{E}_T = \left[ (\partial_i L - \hat{\partial}_\lambda \pi^\lambda_i + \partial_i \pi^\lambda_i (\hat{y}^\lambda_i - y^\lambda_i)) dy^i + \partial^i \pi^\lambda_i (\hat{y}^\lambda_i - y^\lambda_i) \right] \wedge \omega, \]

\[ \hat{\partial}_\lambda = \partial_\lambda + \hat{y}^\lambda_i \partial_i + y^\lambda_i \partial^i. \]

(2.4.19)
2.4. First order Lagrangian field theory

Its kernel \( \text{Ker} \mathcal{E}_L \subset J^1 J^1 Y \) defines the Cartan equation

\[
\begin{align*}
\partial^\lambda_i \pi^\mu_j (\tilde{y}_\mu^j - y_\mu^j) &= 0, \quad (2.4.20) \\
\partial_i \mathcal{L} - \bar{d}_\lambda \pi^\lambda_i + (\tilde{y}_\lambda^j - y_\lambda^j) \partial_j \pi^\lambda_j &= 0 \quad (2.4.21)
\end{align*}
\]
on \( J^1 Y \). Since

\[
\mathcal{E}_L|_{J^2 Y} = \mathcal{E}_L,
\]
the Cartan equation (2.4.20) – (2.4.21) is equivalent to the Euler–Lagrange equation (2.4.3) on integrable sections of \( J^1 Y \to X \). These equations are equivalent if a Lagrangian is regular. The Cartan equation (2.4.20) – (2.4.21) on sections \( \pi : X \to J^1 Y \)

is equivalent to the relation

\[
\pi^*(u \lrcorner dH_L) = 0, \quad (2.4.22)
\]
which is assumed to hold for all vertical vector fields \( u \) on \( J^1 Y \to X \).

The homogenous Legendre bundle \( Z_Y \) (2.4.13) admits the canonical
multisymplectic Liouville form

\[
\Xi_Y = p \omega + p^i \lambda dy^i \wedge \omega_\lambda. \quad (2.4.23)
\]

Accordingly, its imbedded subbundle \( Z_L \) (2.4.14) is provided with the pull-back \( \text{De Donder form} \) \( \Xi_L = i^*_L \Xi_Y \). There is the equality

\[
H_L = \tilde{H}_L \Xi_L = \tilde{H}_L (i^*_L \Xi_Y). \quad (2.4.24)
\]

By analogy with the Cartan equation (2.4.22), the Hamilton–De Donder equation for sections \( \pi \) of \( Z_L \to X \) is written as

\[
\pi^*(u \lrcorner d\Xi_L) = 0, \quad (2.4.25)
\]
where \( u \) is an arbitrary vertical vector field on \( Z_L \to X \).

**Theorem 2.4.1.** Let the homogeneous Legendre map \( \tilde{H}_L \) be a submersion. Then a section \( \pi \) of \( J^1 Y \to X \) is a solution of the Cartan equation (2.4.22) if and only if \( \tilde{H}_L \circ \pi \) is a solution of the Hamilton–De Donder equation (2.4.25), i.e., the Cartan and Hamilton–De Donder equations are quasi-equivalent [65].

**Remark 2.4.3.** The Legendre bundle \( \Pi (2.4.7) \) and the homogeneous Legendre bundle \( Z_Y \) (2.4.13) play the role of a momentum phase space and homogeneous momentum phase space in polysymplectic and multisymplectic Hamiltonian field theory, respectively (see Chapter 9).
2.4.2 Lagrangian conservation laws

We restrict our study of symmetries of first order Lagrangian field theory to classical symmetries, generated by projectable vector fields on a fibre bundle \( Y \to X \). This is the case of all basic classical field models.

Let
\[
    u = u^\lambda \partial_\lambda + u^i \partial_i
\]
be a projectable vector field on a fibre bundle \( Y \to X \). Its canonical decomposition (1.5.18) into the horizontal and vertical parts over \( J^1 Y \) reads
\[
    u = u_H + u_V = (u^\lambda \partial_\lambda + y^\lambda_i \partial^i_\lambda) + (u^i \partial_i - y^i_\lambda \partial^\lambda_\mu) \partial^\mu_\lambda.
\]

Its first order jet prolongation (1.5.8) onto \( J^1 Y \) is
\[
    J^1 u = u^\lambda \partial_\lambda + u^i \partial_i + (d \lambda u^i - y^i_\lambda d \lambda u^\lambda) \partial^\lambda_\mu.
\]

Given a first order Lagrangian \( L \), the first variational formula (2.2.10) takes the form
\[
    L(J^1 u) = u_V \circ \Xi_L + d_H(h_0(u) H_L),
\]
where \( \Xi_L = H_L \) is the Poincaré–Cartan form (2.4.12). Its coordinate expression reads
\[
    \partial_\lambda u^\lambda L + [u^\lambda \partial_\lambda + u^i \partial_i + (d_\lambda u^i - y^i_\lambda \partial_\lambda u^\lambda) \partial^\lambda_\mu] L = (u^i - y^i_\lambda u^\lambda) \partial^\lambda_\mu - d_\lambda \partial_\lambda [\pi^\lambda_\mu (u^\mu y^i_\mu - u^i) - u^\lambda L].
\]

If \( u \) is an exact symmetry of \( L \), we obtain the weak conservation law
\[
    0 \approx -d_\lambda [\pi^\lambda_\mu (u^\mu y^i_\mu - u^i) - u^\lambda L] (2.4.30)
\]
(2.2.14) of the symmetry current
\[
    J_u = [\pi^\lambda_\mu (u^\mu y^i_\mu - u^i) - u^\lambda L] \omega^\lambda
\]
(2.2.15) along a vector field \( u \).

The weak conservation law (2.4.30) leads to the differential conservation law
\[
    \partial_\lambda (J^\lambda \circ s) = 0
\]
on solutions \( s \) of the Euler–Lagrange equation (2.4.3). This differential conservation law yields the integral conservation law
\[
    \int_{\partial N} s^* J_u = 0,
\]
(2.4.32)
where $N$ is an $n$-dimensional oriented compact submanifold of $X$ with a boundary $\partial N$.

**Remark 2.4.4.** If we choose a different Lepage equivalent $\Xi_L$ (2.4.11) in the first variational formula, the corresponding symmetry current differs from $J_u$ (2.4.31) in the $d_H$-exact term

$$d_\mu (\sigma^\mu_\lambda (u^i - g^i_\nu u^\nu)) \omega_\lambda.$$ 

This term is independent of a Lagrangian, and it does not contribute to the integral conservation law (2.4.32).

It is readily observed that the symmetry current $J_u$ (2.4.31) is linear in a vector field $u$. Therefore, one can consider a superposition of symmetry currents

$$J_u + J_{u'} = J_{u+u'}, \quad J_{cu} = c J_u, \quad c \in \mathbb{R},$$

and a superposition of weak conservation laws (2.4.30) associated to different symmetries $u$.

For instance, let $u = u^i \partial_i$ be a vertical vector field on $Y \rightarrow X$. If it is a symmetry of $L$, the weak conservation law (2.4.30) takes the form

$$0 \approx -d_\lambda (\pi^i_\lambda u^i). \quad (2.4.33)$$

It is called the Noether conservation law of the Noether current

$$J^\lambda = -\pi^i_\lambda u^i. \quad (2.4.34)$$

Given a connection $\Gamma$ (1.3.4) on a fibre bundle $Y \rightarrow X$, a vector field $\tau$ on $X$ gives rise to the projectable vector field $\Gamma \tau$ (1.3.6) on $Y$. The corresponding symmetry current (2.4.31) along $\Gamma \tau$ reads

$$J^\lambda = \tau^\mu J^\lambda_\mu = \tau^\mu (\pi^i_\lambda (g^i_\mu - \Gamma^i_\mu) - \delta^\lambda_\mu \mathcal{L}). \quad (2.4.35)$$

Its coefficients $J^\lambda_\mu$ are components of the tensor field

$$J^\lambda = J^\lambda_\mu dx^\mu \otimes \omega_\lambda, \quad (2.4.36)$$

$$J^\lambda_\mu = \pi^i_\lambda (g^i_\mu - \Gamma^i_\mu) - \delta^\lambda_\mu \mathcal{L},$$

called the energy-momentum tensor relative to a connection $\Gamma$ [43; 112; 135]. If $\Gamma \tau$ (1.3.6) is a symmetry of a Lagrangian $L$, we have the energy-momentum conservation law

$$0 \approx -d_\lambda [\pi^i_\lambda \tau^\mu (g^i_\mu - \Gamma^i_\mu) - \delta^\lambda_\mu \tau^\mu \mathcal{L}]. \quad (2.4.37)$$
For instance, let a fibre bundle \( Y \to X \) admit a flat connection \( \Gamma \). By virtue of Theorem 1.3.4, there exist bundle coordinates such that \( \Gamma^i_\lambda = 0 \), and the corresponding energy-momentum tensor (2.4.36) takes the form

\[
\mathcal{J}_0^\lambda \mu = \pi^\lambda_i y^i_\mu - \delta^\lambda_\mu \mathcal{L}
\]

of the familiar canonical energy–momentum tensor. It obeys the first variational formula (2.4.29) which leads to the weak transformation law

\[
\partial_\mu \mathcal{L} \approx -d_\lambda \mathcal{J}_0^\lambda \mu.
\] (2.4.38)

In a general setting, let

\[
\gamma : T(X) \to T(Y)
\]

be an \( \mathbb{R} \)-linear module morphism which sends a vector field \( \tau \) on \( X \) onto a vector field

\[
\gamma \tau = \tau^\lambda \partial_\lambda + (\gamma \tau)^i \partial_i
\] (2.4.39)
on \( Y \) projected onto \( \tau \). Then we agree to call the symmetry current

\[
\mathcal{J}_{\gamma \tau} = \pi^\lambda_i (\tau^\mu y^i_\mu - (\gamma \tau)^i) - \tau^\lambda \mathcal{L}
\] (2.4.40)

along \( \gamma \tau \) (2.4.39) the energy-momentum current. For instance, this is the case both of the above mentioned horizontal lift by means of a connection and a functorial lift on natural bundles (see Section 6.6), e.g., the canonical lift (1.1.26) on a tensor bundle.

2.4.3 Gauge conservation laws. Superpotential

If a Lagrangian \( L \) admits a gauge symmetry \( u \) (2.3.3) and if this is an exact symmetry of \( L \), i.e., \( L_{\mu u} L = 0 \), the weak conservation law (2.4.30) of the corresponding symmetry current \( \mathcal{J}_u \) (2.4.31) holds. We call it the gauge conservation law. Because gauge symmetries depend on derivatives of gauge parameters, all gauge conservation laws in first order Lagrangian field theory possess the following peculiarity.

**Theorem 2.4.2.** If \( u \) (2.3.3) is an exact gauge symmetry of a first order Lagrangian \( L \), the corresponding conserved symmetry current \( \mathcal{J}_u \) (2.4.31) takes the form

\[
\mathcal{J}_u = W + d_U U = (W^\mu + d_\nu U^{\nu \mu}) \omega_\mu,
\] (2.4.41)

where the term \( W \) vanishes on-shell, i.e., \( W \approx 0 \), and \( U = U^{\nu \mu} \omega_\mu \) is a horizontal \( (n-2) \)-form.
2.4. First order Lagrangian field theory

**Proof.** Let a gauge symmetry be at most of jet order \( N \) in gauge parameters. Then the symmetry current \( J^a_u \) is decomposed into the sum

\[
J^a_u = J^\mu_{a1}^{\mu N} \chi^a_{\mu_1 \ldots \mu_N} + \sum_{1 < k < N} J^\mu_{a1}^{\mu k} \chi^a_{\mu_1 \ldots \mu_k \ldots \mu_N} + J^\mu_{a N} \chi^a_{\mu N} + J^\mu_{a} \chi^a,
\]  

(2.4.42)

The first variational formula (2.4.29) takes the form

\[
0 = \left[ \sum_{k=1}^{N} u_i^V \mu_k^{\mu - \mu N} \chi^a_{\mu_k \ldots \mu_N} + u_i^V a \chi^a \right] \mathcal{E}_i + d_\mu \left( \sum_{k=1}^{N} J^\mu_{a1}^{\mu k} \chi^a_{\mu_k \ldots \mu_N} + J^\mu_{a} \chi^a \right).
\]

(2.4.43)

It falls into the set of equalities for each \( \chi^a_{\mu_1 \ldots \mu_N}, \chi^a_{\mu_1 \ldots \mu_N}, k = 1, \ldots, N, \) and \( \chi^a \) as follows:

\[
0 = J^\mu_{a1}^{\mu_1 \ldots \mu N},
\]

(2.4.44)

\[
0 = u_i^V \mu_k^{\mu - \mu N} \mathcal{E}_i - J^\mu_{a1}^{\mu k} \chi^a_{\mu k \ldots \mu N} - d_\nu J^\nu_{a1} \chi^a_{\mu k \ldots \mu N},
\]

(2.4.45)

\[
0 = u_i^V \mu a \mathcal{E}_i - d_\mu J^\mu_{a},
\]

(2.4.46)

where \( (\mu \nu) \) means symmetrization of indices in accordance with the splitting

\[
J^\mu_{a1}^{\mu_1 \ldots \mu N} = J^\mu_{a1}^{\mu_1 \ldots \mu_{k+1}} \chi^a_{\mu_1 \ldots \mu_{k+1}} + J^\mu_{a1}^{\mu_1 \ldots \mu_{k+1}} \chi^a_{\mu_1 \ldots \mu_{k+1}}.
\]

With the equalities (2.4.43) – (2.4.45), the decomposition (2.4.42) takes the form

\[
J^\mu_{a1}^{\mu_1 \ldots \mu N} \chi^a_{\mu_1 \ldots \mu_N} + \sum_{1 < k < N} \left[ (u_i^V \mu k^{\mu - \mu N} \mathcal{E}_i - d_\nu J^\nu_{a}^{\mu k} \chi^a_{\mu k \ldots \mu N} + J^\mu_{a1}^{\mu k} \chi^a_{\mu k \ldots \mu_N}) \right] +
\]

\[
(u_i^V \mu N \mathcal{E}_i - d_\nu J^\nu_{a}^{\mu N} + J^\mu_{a1}^{\mu N}) \chi^a_{\mu_N} - (u_i^V \mu a \mathcal{E}_i + d_\nu J^\nu_{a}^{\mu a}) \chi^a.
\]
A direct computation
\[
J_a^\mu = d_\nu (J_a^{[\nu\mu]} \chi_{\mu 2\ldots\mu N}^a) - d_\nu J_a^{[\nu\mu]} \chi_{\mu 2\ldots\mu N}^a + \\
\sum_{1<k<N} ((u_{V,a}^{i,\mu k\ldots\mu N} \chi_{\mu k\ldots\mu N}^a) - d_\nu J_a^{[\nu\mu]} \chi_{\mu k\ldots\mu N}^a) + \\
d_\nu (J_a^{[\nu\mu]} \chi_{\mu k\ldots\mu N}^a) - d_\nu J_a^{[\nu\mu]} \chi_{\mu k\ldots\mu N}^a + \\
[(u_{V,a}^{i,\mu k\ldots\mu N} \chi_{\mu k\ldots\mu N}^a) - d_\nu J_a^{[\nu\mu]} \chi_{\mu k\ldots\mu N}^a] + \\
(u_{V,a}^{i,\nu} \chi_{\mu k\ldots\mu N}^a - d_\nu J_a^{[\nu\mu]} \chi_{\mu k\ldots\mu N}^a)
\]
leads to the expression
\[
J_a^\mu = \left( \sum_{1<k\leq N} u_{V,a}^{i,\mu k\ldots\mu N} \chi_{\mu k\ldots\mu N}^a + u_{V,a}^{i,\nu} \chi_{\mu}^a \right) \mathcal{E}_i - (2.4.47)
\]

\[
\left( \sum_{1<k\leq N} d_\nu J_a^{[\nu\mu]} \chi_{\mu k\ldots\mu N}^a + d_\nu J_a^{[\nu\mu]} \chi_{\mu k\ldots\mu N}^a \right) - \\
d_\nu \left( \sum_{1<k\leq N} j^{[\nu\mu]} \chi_{\mu k\ldots\mu N}^a + J_a^{[\nu\mu]} \chi_{\mu k\ldots\mu N}^a \right).
\]

The first summand of this expression vanishes on-shell. Its second one contains the terms \(d_\nu J_a^{[\nu\mu]} \chi_{\mu k\ldots\mu N}^a\), \(k = 1, \ldots, N\). By virtue of the equalities (2.4.44), every \(d_\nu J_a^{[\nu\mu]} \chi_{\mu k\ldots\mu N}^a\) is expressed into the terms vanishing on-shell and the term \(d_\nu J_a^{[\nu\mu]} \chi_{\mu k\ldots\mu N}^a\). Iterating the procedure and bearing in mind the equality (2.4.43), one can easily show that the second summand of the expression (2.4.47) also vanishes on-shell. Thus, the symmetry current \(J_a\) takes the form (2.4.41), where
\[
U^{[\nu\mu]} = - \sum_{1<k\leq N} J_a^{[\nu\mu]} \chi_{\mu k\ldots\mu N}^a - J_a^{[\nu\mu]} \chi_{\mu}^a. \tag{2.4.48}
\]

The term \(U\) in the expression (2.4.41) is called the superpotential. If a symmetry current admits the decomposition (2.4.41), one says that it is reduced to a superpotential \([39; 53; 135]\).
For instance, if a gauge symmetry
\[ u = (u_\lambda^a \chi^a + u_\mu^a \chi^a_\mu) \partial_\lambda + (u_i^a \chi^a + u_i^a \chi^a_\mu) \partial_i \]  
(2.4.49)
of a Lagrangian \( L \) depends at most on the first jets of gauge parameters, then the decomposition (2.4.41) takes the form
\[ J_\mu^a u = u_i^a \mathcal{E}_\lambda^a - d_\nu (J_\nu^a | \chi^a) = \]
\[ (u_\mu^a - y_\lambda^a u_\mu^a) \mathcal{E}_\lambda^a + d_\nu ((u_\mu^a - y_\lambda^a u_\mu^a) \chi^a_\lambda + u_\mu^a \chi^a) \mathcal{E}. \]

Remark 2.4.5. Theorem 2.4.2 generalizes the result in [67] for gauge symmetries \( u \) whose gauge parameters \( \chi^{\lambda} = u^{\lambda} \) are components of the projection \( u^{\lambda} \partial_\lambda \) of \( u \) onto \( X \). In Section 4.3, Theorem 2.4.2 is extended to Grassmann-graded Lagrangian theories of any order (see Theorem 4.2.3).

Remark 2.4.6. The proof of Theorem 2.4.2 gives something more. Let us substitute the equality (2.4.46) into the equality (2.4.45), then the latter into the equality (2.4.44) for \( k = N - 1 \), and so on. Then we obtain the Noether identities (2.3.5). However, it should be emphasized that the conditions (2.4.43) – (2.4.46) and the Noether identities (2.3.5) are not equivalent. The Noether identities characterize a variational gauge symmetry of a Lagrangian, while (2.4.43) – (2.4.46) are the conditions of a gauge symmetry to be exact.

If a symmetry current \( \mathcal{J} \) reduces to a superpotential, the integral conservation law (2.4.32) becomes tautological. At the same time, the superpotential form (2.4.41) of \( \mathcal{J}_u \) implies the following integral relation
\[ \int_{N^{n-1}} s^* \mathcal{J}_u = \int_{\partial N^{n-1}} s^* U, \]
(2.4.51)
where \( N^{n-1} \) is an \((n - 1)\)-dimensional oriented compact submanifold of \( X \) with the boundary \( \partial N^{n-1} \).

2.4.4 Non-regular quadratic Lagrangians

This Section is devoted to the physically relevant case of almost regular quadratic Lagrangians [112].

Given a fibre bundle \( Y \to X \), let us consider a quadratic Lagrangian \( L \) given by the coordinate expression
\[ \mathcal{L} = \frac{1}{2} a^{\lambda \mu}_{ij} (x^\nu, y^k) y^i_\lambda y^j_\mu + b^\lambda (x^\nu, y^k) y^i_\lambda + c(x^\nu, y^k), \]
(2.4.52)
where \(a, b\) and \(c\) are local functions on \(Y\). This property is coordinate-independent due to the affine transformation law (1.2.1) of the jet coordinates \(y^\lambda_i\). The associated Legendre map \(\hat{L}\) (2.4.6) is given by the coordinate expression

\[ p^\lambda_i \circ \hat{L} = a^\lambda_{ij} y^j_\mu + b^\lambda_i, \tag{2.4.53} \]

and is an affine morphism over \(Y\). It defines the corresponding linear morphism

\[ \hat{a} : T^*X \otimes VY \to \Pi, \tag{2.4.54} \]

where \(y^\mu_j\) are fibred coordinates on the vector bundle \(T^*X \otimes VY \to Y\).

Let the Lagrangian \(L\) (2.4.52) be almost regular, i.e., the morphism \(\hat{a}\) (2.4.54) is of constant rank. Then the Lagrangian constraint space \(N_L\) (2.4.53) is an affine subbundle of the Legendre bundle \(\Pi \to Y\), modelled over the vector subbundle \(N_L\) (2.4.54) of \(\Pi \to Y\). Hence, \(N_L \to Y\) has a global section \(s\). For the sake of simplicity, let us assume that \(s = \hat{0}\) is the canonical zero section of \(\Pi \to Y\). Then \(N_L = N_L\). Accordingly, the kernel of the Legendre map (2.4.53) is an affine subbundle of the affine jet bundle \(J^1Y \to Y\), modelled over the kernel of the linear morphism \(\hat{a}\) (2.4.54). Then there exists a connection

\[ \Gamma : Y \to \text{Ker} \hat{L} \subset J^1Y, \tag{2.4.55} \]

\[ a^\lambda_{ij} \Gamma^j_\mu + b^\lambda_i = 0, \tag{2.4.56} \]

on \(Y \to X\). Connections (2.4.55) constitute an affine space modelled over the linear space of soldering forms

\[ \phi = \phi^i_\lambda dx^\lambda \otimes \partial_i \]

on \(Y \to X\), satisfying the conditions

\[ a^\lambda_{ij} \phi^j_\mu = 0 \tag{2.4.57} \]

and, as a consequence, the conditions

\[ \phi^i_\lambda b^\lambda_i = 0. \]

If the Lagrangian (2.4.52) is regular, the connection (2.4.55) is unique.

**Remark 2.4.7.** If \(s \neq \hat{0}\), one can consider connections \(\Gamma\) taking their values into \(\text{Ker} \hat{L}\).
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The matrix $a$ in the Lagrangian $L$ (2.4.52) can be seen as a global section of constant rank of the tensor bundle

\[ \wedge^n T^*X \otimes [V(TX \otimes V^*)] \rightarrow Y. \]

Then it satisfies the following corollary of Theorem 1.1.12.

**Corollary 2.4.1.** Given a $k$-dimensional vector bundle $E \rightarrow Z$, let $a$ be a fibre metric of rank $r$ in $E$. There is a splitting

\[ E = \text{Ker} a \oplus E' \]  

(2.4.58)

where $E' = E/\text{Ker} a$ is the quotient bundle, and $a$ is a non-degenerate fibre metric in $E'$.

**Theorem 2.4.3.** There exists a linear bundle map

\[ \sigma : \Pi \rightarrow T^*X \otimes VY, \quad \gamma^i_\lambda \circ \sigma = \sigma^{ij}_\lambda \rho^\mu_j, \]  

(2.4.59)

such that

\[ \hat{a} \circ \sigma \circ i_N = i_N. \]

**Proof.** The map (2.4.59) is a solution of the algebraic equations

\[ a^{\lambda \mu}_{ij} a^{\mu \nu}_{\alpha \beta} a^{\alpha \nu}_{k} = a_{ij}^{\lambda \nu}. \]  

(2.4.60)

By virtue of Corollary 2.4.1, there exists the bundle splitting

\[ TX^* \otimes VY = \text{Ker} a \oplus E' \]  

(2.4.61)

and an atlas of this bundle such that transition functions of Ker $a$ and $E'$ are independent. Since $a$ is a non-degenerate section of

\[ \wedge^n T^*X \otimes [\sqrt{\text{V}} E^*] \rightarrow Y, \]

there exist fibre coordinates $(\gamma^A)$ on $E'$ such that $a$ is brought into a diagonal matrix with non-vanishing components $a_{A A}$. Due to the splitting (2.4.61), we have the corresponding bundle splitting

\[ TX \otimes V^*Y = (\text{Ker} a)^* \oplus E'^*. \]

Then a desired map $\sigma$ is represented by a direct sum $\sigma_1 \oplus \sigma_0$ of an arbitrary section $\sigma_1$ of the fibre bundle

\[ \wedge^n T \otimes (\sqrt{\text{V}} \text{Ker} a) \rightarrow Y. \]
and the section $\sigma_0$ of the fibre bundle
\[ \hat{\wedge}^n T_X \otimes \left( \hat{V} \right)^2 E' \to Y \]
which has non-vanishing components
\[ \sigma^{AA} = (a_{AA})^{-1} \]
with respect to the fibre coordinates $(\vec{y}^A)$ on $E'$. The relations
\[ \sigma_0 = \sigma_0 \circ a \circ \sigma_0, \quad a \circ \sigma_1 = 0, \quad \sigma_1 \circ a = 0 \quad (2.4.62) \]
hold. \[ \square \]

**Remark 2.4.8.** Using the relations (2.4.62), one can write the above assumption, that the Lagrangian constraint space $N_L \to Y$ admits a global zero section, in the form
\[ b^i_{\mu} = a^{iA}_{ij} \sigma^{jk} b^j_{\nu} \quad (2.4.63) \]

With the relations (2.4.56), (2.4.60) and (2.4.62), we obtain the splitting
\[ J^1 Y = S(J^1 Y) \oplus \mathcal{F}(J^1 Y) = \text{Ker} \hat{L} \oplus \text{Im}(\sigma \circ \hat{L}), \quad (2.4.64) \]
\[ y^i_{\lambda} = S^i_{\lambda} + \mathcal{F}^i_{\lambda} = [y^i_{\lambda} - \sigma^{ik}_{\lambda\alpha}(a^{\alpha\mu}_{kj} y^j_{\mu} + b^i_{\mu})] + \quad (2.4.65) \]
\[ [\sigma^{ik}_{\lambda\alpha}(a^{\alpha\mu}_{kj} y^j_{\mu} + b^i_{\mu})], \]
where, in fact, $\sigma = \sigma_0$ owing to the relations (2.4.62) and (2.4.63). Then with respect to the coordinates $S^i_{\lambda}$ and $\mathcal{F}^i_{\lambda}$ (2.4.65), the Lagrangian (2.4.52) reads
\[ \mathcal{L} = \frac{1}{2} a^{iA}_{ij} \mathcal{F}^j_{\lambda} \mathcal{F}^j_{-\mu} + c', \quad (2.4.66) \]
where
\[ \mathcal{F}^i_{\lambda} = \sigma^{ik}_{\lambda\alpha} a^{\alpha\mu}_{kj} (y^j_{\mu} - \Gamma^j_{\mu}) \quad (2.4.67) \]
for some $(\text{Ker} \hat{L})$-valued connection $\Gamma$ (2.4.55) on $Y \to X$. Thus, the Lagrangian (2.4.52), written in the form (2.4.66), factorizes through the covariant differential relative to any such connection.

Note that, in gauge theory of principal connections (see Section 5.5), we have the canonical (independent of a Lagrangian) variant (5.5.11) of the splitting (2.4.64) where $\mathcal{F}$ is the strength form (5.5.8). The Yang–Mills Lagrangian (9.5.4) of gauge theory is exactly of the form (2.4.66) where $c' = 0$. 


2.4. First order Lagrangian field theory

2.4.5 Reduced second order Lagrangians

Let us consider second order Lagrangians on the second order jet manifold $J^2Y$ of $Y$ which, however, lead to second order Euler-LaGrange equations.

Given a second order Lagrangian $L$, its four-order Euler–Lagrange operator (2.1.12) reads

$$E_L = \left( \partial_i - d_\lambda \partial_\lambda^i + d_\mu d_\lambda \partial_\lambda^{i\mu} \right) L \theta^i \wedge \omega.$$

This operator is reduced to the second order one if a Lagrangian $L$ obeys the conditions

$$\partial_\alpha \partial_\beta \partial^{ij} L = 0,$$ (2.4.68)

$$\left( \partial^\nu \partial_\mu \partial^{i\lambda} L - \partial^\nu \partial^{j\lambda} L \right) = 0.$$ (2.4.69)

The relation (2.4.68) means that a Lagrangian $L$ is linear in the jet coordinates $y^i_{\mu\lambda}$, i.e., it is given by the coordinate expression

$$L = \left( L' + \sigma^{i\lambda}_{\mu} y^i_{\mu\lambda} \right) \omega,$$ (2.4.70)

where $L'$ and $\sigma^{i\lambda}_{\mu}$ are local functions on $J^1Y$. Since this expression is maintained under coordinate transformations (1.2.12), the functions $\sigma^{i\lambda}_{\mu}$ satisfy the transformation law

$$\sigma'^{i\lambda}_{\mu} = \partial x'^{\gamma} \frac{\partial}{\partial y^i_{\mu\lambda}} \sigma^{i\gamma}_{\mu}.$$

Therefore, one can define the fibrewise form

$$\sigma = \sigma^{i\lambda}_{\mu} dy^i_{\mu} \wedge \omega^{\lambda},$$

on the affine bundle $J^1Y \to Y$ (see Section 10.10). Then the condition (2.4.69) means that this form is $\overline{\partial}$-closed, i.e.,

$$\overline{\partial} \sigma = \partial^\nu \sigma^{i\lambda}_{\mu} \overline{\partial} y^i_{\mu} \wedge \omega^{\lambda} = 0.$$

In accordance with Theorem 10.10.2, any $\overline{\partial}$-closed fibrewise form on an affine bundle is $\overline{\partial}$-exact. Consequently, there exists a form $\phi = \phi^{\lambda} \omega^{\lambda}$ on $J^1Y$ such that

$$\sigma = \overline{\partial} \phi = \partial^\nu \phi^{\lambda} \overline{\partial} y^i_{\mu} \wedge \omega^{\lambda}.$$

Let us consider the variationally trivial second order Lagrangian $d_H \phi$. It is readily observed that the Lagrangian $L - d_H \phi$ is of first order, but it possesses the same second order Euler–LaGrange operator $\mathcal{E}_L$ as the second order Lagrangian $L$ (2.4.70). Thus, the following has been proved.

**Theorem 2.4.4.** If an Euler–LaGrange operator of a second order Lagrangian also is of second order, it is an Euler–LaGrange operator of some first order Lagrangian.
In particular, if the functions $\sigma^\mu_{i\lambda}$ are independent of the jet coordinates $y^i_\mu$, one can take

$$\phi = \sigma^\lambda_{i\mu}(y^i_\mu - \Gamma^i_\mu)\omega_\lambda,$$

where $\Gamma$ is a connection on $Y \to X$. Then a desired first order Lagrangian reads

$$L - d_\lambda [\pi^\lambda_{i\mu}(y^i_\mu - \Gamma^i_\mu)]\omega.$$

One can think of a connection $\Gamma$ in this Lagrangian as a background field.

For instance, this is the case of the Einstein–Hilbert gravitation Lagrangian of General Relativity (see Remark 6.5.2).

### 2.4.6 Background fields

In Lagrangian field theory on a fibre bundle $Y \to X$, by background fields are meant classical fields which do not obey Euler–Lagrange equations. Let these fields be represented by sections of a fibre bundle $\Sigma \to X$ endowed with bundle coordinates $(x^\lambda, \sigma^m)$. In order to formulate Lagrangian field theory in the presence of background fields, let us consider the bundle product

$$Y_{\text{tot}} = \Sigma \times_X Y \to X \quad (2.4.71)$$

coordinated by $(x^\lambda, \sigma^m, y^i)$ and its jet manifold

$$J^1Y_{\text{tot}} = J^1\Sigma \times J^1Y.$$

Let $L$ be a first order Lagrangian on the configuration space $J^1Y_{\text{tot}}$. It can be regarded as a total Lagrangian of field theory where background fields are treated as the dynamic ones. Given a section $h$ of $\Sigma \to X$, we obtain the pull-back Lagrangian

$$L_h = (J^1h)^*L$$

on $J^1Y$. It can be regarded as a Lagrangian of first order field theory on the configuration space $J^1Y$ in the presence of a background field $h$.

Let us consider the variational formula (2.1.16):

$$dL - E_L - dH \Xi = 0,$$

for a total Lagrangian $L$. Its pull-back

$$(J^2h)^*(dL - \delta L - dH \Xi) = dL_h - \delta L_h - dH \Xi_h \quad (2.4.72)$$
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is exactly the variational formula for the Lagrangian $L_h$ in the presence of a background field $h$. The corresponding Euler–Lagrange operator in the presence of a background field $h$ reads

$$\delta L_h = (J^2 h)^* (\delta L) = (J^2 h)^* (\mathcal{E}_h \theta^i + \mathcal{E}_m \theta^m) \wedge \omega = (J^1 h)^* (\mathcal{E}_i) \theta^i \omega.$$ 

The variational formula (2.4.72) enables us to obtain conservation laws in the presence of a background field. Let

$$u = u^\lambda (x^\mu) \partial_\lambda + u^m (x^\mu, \sigma^n) \partial_m + u^i (x^\mu, \sigma^n, y^j) \partial_i$$

be a vector field on $Y$ projected onto $\Sigma$ and $X$. Its restriction

$$u_h : Y \times h(X) \to TY \times T\Sigma \to TY,$$

$$u_h = u = u^\lambda \partial_\lambda + u^i \partial_i,$$

$$u^i_h (x^\mu, y^j) = u^i (x^\mu, h^n (x), y^j),$$

is a vector field on $Y$. Let us suppose that $u$ (2.4.73) is an exact symmetry of a total Lagrangian $L$. The corresponding first variational formula (2.4.28) leads to the equality

$$0 = (u^m - y^m_\lambda u^\lambda) \partial_m L + \pi^\lambda_m d_\lambda (u^m - y^m_\mu u^\mu) +$$

$$(u^i - y^i_\lambda u^\lambda) \delta_i L - d_\lambda [\partial_\lambda L_h (u^\mu y^i_\mu - u^i) - u^\lambda L_h].$$

Putting $\sigma^m = h^m (x)$, we obtain the equality

$$0 = (J^1 h)^* [(u^m - y^m_\lambda u^\lambda) \partial_m L + \pi^\lambda_m d_\lambda (u^m - y^m_\mu u^\mu)] +$$

$$(u^i - y^i_\lambda u^\lambda) \delta_i L_h - d_\lambda [\partial_\lambda L_h (u^\mu y^i_\mu - u^i_h) - u^\lambda L_h].$$

On the shell $\delta_i L_h = 0$, this equality is brought into the weak transformation law

$$0 \approx (J^1 h)^* [(u^m - y^m_\lambda u^\lambda) \partial_m L + \pi^\lambda_m d_\lambda (u^m - y^m_\mu u^\mu)] -$$

$$d_\lambda [\partial_\lambda L_h (u^\mu y^i_\mu - u^i_h) - u^\lambda L_h]$$

of the symmetry current

$$J^\lambda = \partial_\lambda L_h (u^\mu y^i_\mu - u^i_h) - u^\lambda L_h$$

of dynamic fields $y^i$ along the vector field (2.4.74) in the presence of a background field $h$. 

2.4.7 Variation Euler–Lagrange equation. Jacobi fields

The vertical extension of Lagrangian field theory on a fibre bundle $Y \to X$ onto the vertical tangent bundle $VY$ of $Y \to X$ describes the linear deviations of solutions of the Euler–Lagrange equation which are Jacobi fields.

The configuration space of field theory on $VY$ is the jet manifold $J^1 VY$. Due to the canonical isomorphism $J^1 VY = V J^1 Y$ (1.2.9), this configuration space is provided with the coordinates $(x^\lambda, y^i, p_i = \dot{y}^i, \dot{p}_i = \dot{y}_\lambda^i)$. It follows that Lagrangian theory on $J^1 VY$ can be developed as the vertical extension of Lagrangian theory on $J^1 Y$.

**Lemma 2.4.1.** Similar to the canonical isomorphism between fibre bundles $TT^*Z$ and $T^*TX$ [90], the isomorphism

\[ VV^*Y = V^*VY, \]

\[ p_i \leftrightarrow \dot{v}_i, \quad \dot{p}_i \leftrightarrow \dot{y}_i, \]

can be established by inspection of the transformation laws of the holonomic coordinates $(x^\lambda, y^i, p_i = \dot{y}_i)$ on $V^*Y$ and $(x^\lambda, y^i, v^i = \dot{y}^i)$ on $VY$.

It follows that any exterior form $\phi$ on a fibre bundle $Y$ gives rise to the exterior form

\[ \phi_V = \partial_V(\phi) = \dot{y}^i \partial_i(\phi) \]

(2.4.78) on $VY$ so that $d\phi_V = (d\phi)_V$. For instance,

\[ \partial_V f = \dot{y}^i \partial_i f, \quad f \in C^\infty(Y), \]

\[ \partial_V(d\phi^i) = d\dot{y}^i. \]

The form $\phi_V$ (2.4.78) is called the vertical extension of $\phi$ on $Y$.

Let $L$ be a Lagrangian on $J^1 Y$. Its vertical extension (2.4.78) onto the vertical configuration space $VJ^1 Y$ reads

\[ L_V = \partial_V L = (\dot{y}^i \partial_i + \dot{y}^\lambda_\lambda \partial_\lambda_i) L_\omega. \]

(2.4.79)

The corresponding Euler–Lagrange equation (2.4.3) takes the form

\[ \dot{\delta}_i L_V = \delta_L = 0, \]

\[ \dot{\delta}_i L_V = \partial_V \delta_i L = 0, \]

\[ \partial_V(\delta_i L_V) = \dot{y}^i \partial_i + \dot{y}^\lambda_\lambda \partial_\lambda_i \]

(see the compact notation (1.1.27)). The equation (2.4.80) is exactly the Euler–Larange equation (2.4.3) for the original Lagrangian $L$. In order to
clarify the meaning of the equation (2.4.81), let us suppose that \( Y \rightarrow X \) is a vector bundle. Given a solution \( s \) of the Euler–Lagrange equation (2.4.80), let \( \delta s \) be a Jacobi field, i.e., \( s + \varepsilon \delta s \) also is a solution of the Euler–Lagrange equation (2.4.80) modulo the terms of order \( \geq 1 \) in the small parameter \( \varepsilon \). Then it is readily observed that the Jacobi field \( \delta s \) satisfies the Euler–Lagrange equation (2.4.81), which therefore is called the variation equation of the equation (2.4.80) [33; 112].

The Lagrangian \( L_V \) (2.4.79) yields the Legendre map

\[
\hat{L}_V : VJ^1Y_{VY} \rightarrow \Pi_{VY} = V^*VY \wedge (\wedge^{n-1} T^*X),
\]

(2.4.82)

where \( \Pi_{VY} \) is called the vertical Legendre bundle.

Lemma 2.4.2. Due to the isomorphism (2.4.77) there exists the bundle isomorphism

\[
\Pi_{VY} \xrightarrow{\sim} V\Pi,
\]

(2.4.83)

\[
p^\lambda_i \longleftrightarrow \dot{p}^\lambda_i, \quad q^\lambda_i \longleftrightarrow \bar{p}^\lambda_i,
\]

written with respect to the holonomic coordinates \((x^\lambda, y^i, \dot{y}^i, p^\lambda_i, q^\lambda_i)\) on \( \Pi_{VY} \) and \((x^\lambda, y^i, \dot{y}^i, \dot{p}^\lambda_i, \bar{p}^\lambda_i)\) on \( V\Pi \).

In view of the isomorphism (2.4.83), the Legendre map (2.4.82) takes the form

\[
\hat{L}_V = V\hat{L} : VJ^1Y_{VY} \rightarrow \Pi_{VY} = V\Pi,
\]

(2.4.84)

\[
p^\lambda_i = \partial_{\lambda} L = \pi^\lambda_i, \quad \dot{p}^\lambda_i = \partial_{\dot{y}^i} L = \partial_{\dot{y}^i} \pi^\lambda_i.
\]

It is called the vertical Legendre map.

Let \( Z_{VY} \) be the homogeneous Legendre bundle (2.4.13) over \( VY \) endowed with the corresponding coordinates \((x^\lambda, y^i, \dot{y}^i, p^\lambda_i, q^\lambda_i, p)\).

There is the fibre bundle

\[
\zeta : VZ_Y \rightarrow Z_{VY},
\]

(2.4.85)

\[
(x^\lambda, y^i, \dot{y}^i, p^\lambda_i, q^\lambda_i, p) \circ \zeta = (x^\lambda, y^i, \dot{y}^i, p^\lambda_i, \dot{p}^\lambda_i, \bar{p}^\lambda_i).
\]

Then the vertical tangent morphism \( V\pi_{Z\Pi} \) to \( \pi_{Z\Pi} \) (2.4.16) factorizes through the composition of fibre bundles

\[
V\pi_{Z\Pi} : VZ_Y \rightarrow Z_{VY} \rightarrow \Pi_{VY} = V\Pi.
\]

(2.4.86)

Owing to this fact, one can develop Hamiltonian field theory on a momentum phase space \( \Pi_{VY} \) as the vertical extension of polysymplectic Hamiltonian field theory on a momentum phase space \( \Pi \) (see Section 9.6).
2.5 Appendix. Cohomology of the variational bicomplex

This Section is devoted to the proof of Theorems 2.1.1, 2.1.2 and 2.1.4 on the relevant cohomology of the variational bicomplex (2.1.4) of the differential graded algebra $\mathcal{O}_\infty^*$. At first, we obtain the corresponding cohomology of the differential graded algebra $\mathcal{Q}_\infty^*$ (1.7.12). For this purpose, one can use abstract de Rham Theorem 10.7.4 because, as was mentioned above, the paracompact infinite jet order manifold $J^\infty Y$ admits the partition of unity by elements of $\mathcal{Q}_0^k$, but not $\mathcal{O}_\infty^*$ [4; 150]. After that, we show that cohomology of $\mathcal{O}_\infty^* \subset \mathcal{Q}_\infty^*$ equals that of $\mathcal{Q}_\infty^*$ [55; 56; 139].

Let us start with the so called algebraic Poincaré lemma [123; 157].

**Lemma 2.5.1.** If $Y$ is a contractible bundle $\mathbb{R}^{n+p} \to \mathbb{R}^n$, the variational bicomplex (2.1.4) is exact at all terms, except $R$.

**Proof.** The homotopy operators for $dV$, $dH$, $\delta$ and $\varrho$ are given by the formulas (5.72), (5.109), (5.84) in [123] and (4.5) in [157], respectively. □

Let $\mathcal{Q}_\infty^*$ be the sheaf of germs of differential forms $\phi \in \mathcal{O}_\infty^*$ on $J^\infty Y$. It is decomposed into the variational bicomplex $\mathcal{Q}_\infty^{*,*}$. The differential graded algebra $\mathcal{Q}_\infty^*$ of global sections of $\mathcal{Q}_\infty^*$ also is decomposed into the variational bicomplex $\mathcal{Q}_\infty^{*,*}$ similar to the bicomplex (2.1.4). Let us consider the variational subcomplex

$$0 \to \mathcal{Q}_\infty^0 \xrightarrow{d_H} \mathcal{Q}_\infty^{0,1} \xrightarrow{d_H} \cdots \xrightarrow{d_H} \mathcal{Q}_\infty^{0,n} \xrightarrow{\delta} E_1 \xrightarrow{\delta} E_2 \to \cdots$$

(2.5.1)

of $\mathcal{Q}_\infty^{*,*}$ and the subcomplexes of sheaves of contact forms

$$0 \to \mathcal{Q}_\infty^{k,0} \xrightarrow{d_H} \mathcal{Q}_\infty^{k,1} \xrightarrow{d_H} \cdots \xrightarrow{d_H} \mathcal{Q}_\infty^{k,n} \xrightarrow{\varrho} E_k \to 0, \quad k = 1, \ldots, (2.5.2)$$

where $E_k = \varrho(\mathcal{Q}_\infty^{k,n})$.

By virtue of Lemma 2.5.1, these complexes are exact at all terms, except $\mathbb{R}$.

Since the paracompact space $J^\infty Y$ admits a partition of unity by elements of the ring $\mathcal{Q}_\infty^0$, the sheaves $\mathcal{Q}_\infty^{m,k}$ of $\mathcal{Q}_\infty^0$-modules are fine (see Theorem 10.7.7) and, consequently, acyclic (see Theorem 10.7.6). Let us show that the sheaves $E_k$ also are fine [56]. Though the $\mathbb{R}$-modules $\Gamma(E_k)$ fail to be $\mathcal{Q}_\infty^0$-modules [157], one can use the fact that the sheaves $E_k$ are projections $\varrho(\mathcal{Q}_\infty^{k,n})$ of sheaves of $\mathcal{Q}_\infty^0$-modules. Let $\{U_i\}_{i \in I}$ be a locally finite open cover of $J^\infty Y$ and $\{f_i \in \mathcal{Q}_\infty^0\}$ the associated partition of unity.
For any open subset $U \subset J^\infty Y$ and any section $\varphi$ of the sheaf $\Omega^{k,n}_\infty$ over $U$, let us put $g_i(\varphi) = f_i \varphi$. The endomorphisms $g_i$ of $\Omega^{k,n}_\infty$ yield the $R$-module endomorphisms

$$g_i = \rho \circ g_i : E_k \rightarrow \Omega^{k,n}_\infty \rightarrow \varrho \rightarrow E_k$$

of the sheaves $E_k$. They possess the properties required for $E_k$ to be a fine sheaf. Indeed, for each $i \in I$, supp $f_i \subset U_i$ provides a closed set such that $g_i$ is zero outside this set, while the sum $\sum_{i \in I} g_i$ is the identity morphism.

Consequently, all sheaves, except $R$, in the complexes (2.5.1) – (2.5.2) are acyclic. Therefore, these complexes are resolutions of the constant sheaf $R$ and the zero sheaf on $J^\infty Y$, respectively. Let us consider the corresponding subcomplexes

$$0 \rightarrow R \rightarrow \Omega^{0,0}_\infty \rightarrow \Omega^{0,1}_\infty \rightarrow \cdots \rightarrow \Omega^{k,n}_\infty \rightarrow \delta \rightarrow \Gamma(E_1) \delta \rightarrow \Gamma(E_2) \rightarrow \cdots, \quad (2.5.3)$$

$$0 \rightarrow \Omega^{k,0}_\infty \rightarrow \Omega^{k,1}_\infty \rightarrow \cdots \rightarrow \Omega^{k,n}_\infty \rightarrow \rho \rightarrow \Gamma(E_k) \rightarrow 0, \quad k = 1, \ldots, \quad (2.5.4)$$

of the differential graded algebra $Q^*_\infty$. In accordance with abstract de Rham Theorem 10.7.5, cohomology of the complex (2.5.3) equals the cohomology of $J^\infty Y$ with coefficients in the constant sheaf $R$, while the complex (2.5.4) is exact. Since $Y$ is a strong deformation retract of $J^\infty Y$, cohomology of the complex (2.5.3) equals the de Rham cohomology of $Y$ (see Remark 1.5.3).

Thus, the following has been proved.

**Theorem 2.5.1.** The cohomology of the variational complex (2.5.3) equals the de Rham cohomology of a fibre bundle $Y$. All the complexes (2.5.4) are exact.

Now, let us show the following.

**Theorem 2.5.2.** The subalgebra $\mathcal{O}^*_\infty \subset Q^*_\infty$ has the same $d_H$- and $\delta$-cohomology as $Q^*_\infty$.

Let the common symbol $D$ stand for $d_H$ and $\delta$. Bearing in mind the decompositions (2.1.7) – (2.1.10), it suffices to show that, if an element $\phi \in \mathcal{O}^*_\infty$ is $D$-exact in the algebra $Q^*_\infty$, then it is so in the algebra $\mathcal{O}^*_\infty$.

Lemma 2.5.1 states that, if $Y$ is a contractible bundle and a $D$-exact form $\phi$ on $J^\infty Y$ is of finite jet order $[\phi]$ (i.e., $\phi \in \mathcal{O}^*_\infty$), there exists a differential form $\varphi \in \mathcal{O}^*_\infty$ on $J^\infty Y$ such that $\phi = D\varphi$. Moreover, a glance at the homotopy operators for $d_H$ and $\delta$ shows that the jet order $[\phi]$ of $\varphi$ is bounded by an integer $N([\phi])$, depending only on the jet order of $\phi$. Let us call this fact the finite exactness of the operator $D$. Lemma 2.5.1 shows
that the finite exactness takes place on $J^\infty Y|_U$ over any domain $U \subset Y$. Let us prove the following.

**Lemma 2.5.2.** Given a family $\{U_\alpha\}$ of disjoint open subsets of $Y$, let us suppose that the finite exactness takes place on $J^\infty Y|_{U_\alpha}$ over every subset $U_\alpha$ from this family. Then, it is true on $J^\infty Y$ over the union $\bigcup \alpha U_\alpha$ of these subsets.

**Proof.** Let $\phi \in \mathcal{O}_\infty^{\infty}$ be a $D$-exact form on $J^\infty Y$. The finite exactness on $(\pi_0^\infty)^{-1}(\cup U_\alpha)$ holds since $\phi = D\phi_\alpha$ on every $(\pi_0^\infty)^{-1}(U_\alpha)$ and $[\phi_\alpha] < N([\phi])$. □

**Lemma 2.5.3.** Suppose that the finite exactness of the operator $D$ takes place on $J^\infty Y$ over open subsets $U$, $V$ of $Y$ and their non-empty overlap $U \cap V$. Then, it also is true on $J^\infty Y|_{U \cup V}$.

**Proof.** Let $\phi = D\varphi \in \mathcal{O}_\infty^{\infty}$ be a $D$-exact form on $J^\infty Y$. By assumption, it can be brought into the form $D\varphi_U$ on $(\pi_0^\infty)^{-1}(U)$ and $D\varphi_V$ on $(\pi_0^\infty)^{-1}(V)$, where $\varphi_U$ and $\varphi_V$ are differential forms of bounded jet order. Let us consider their difference $\varphi_U - \varphi_V$ on $(\pi_0^\infty)^{-1}(U \cap V)$. It is a $D$-exact form of bounded jet order

$$[\varphi_U - \varphi_V] < N([\phi])$$

which, by assumption, can be written as

$$\varphi_U - \varphi_V = D\sigma$$

where $\sigma$ also is of bounded jet order

$$[\sigma] < N(N([\phi])).$$

Lemma 2.5.4 below shows that $\sigma = \sigma_U + \sigma_V$ where $\sigma_U$ and $\sigma_V$ are differential forms of bounded jet order on $(\pi_0^\infty)^{-1}(U)$ and $(\pi_0^\infty)^{-1}(V)$, respectively. Then, putting

$$\varphi'|_U = \varphi_U - D\sigma_U, \quad \varphi'|_V = \varphi_V + D\sigma_V,$$

we have the form $\phi$, equal to $D\varphi'_U$ on $(\pi_0^\infty)^{-1}(U)$ and $D\varphi'_V$ on $(\pi_0^\infty)^{-1}(V)$, respectively. Since the difference $\varphi'_U - \varphi'_V$ on $(\pi_0^\infty)^{-1}(U \cap V)$ vanishes, we obtain $\phi = D\phi'$ on $(\pi_0^\infty)^{-1}(U \cup V)$ where

$$\phi' = \begin{cases} 
\varphi'|_U = \varphi'_U, \\
\varphi'|_V = \varphi'_V 
\end{cases}$$

is of bounded jet order $[\phi'] < N(N([\phi]))$. □
Lemma 2.5.4. Let $U$ and $V$ be open subsets of a bundle $Y$ and $\sigma \in \mathcal{O}_\infty$ a differential form of bounded jet order on 

$$(\pi_0^\infty)^{-1}(U \cap V) \subset J^\infty Y.$$

Then, $\sigma$ is decomposed into a sum $\sigma_U + \sigma_V$ of differential forms $\sigma_U$ and $\sigma_V$ of bounded jet order on $(\pi_0^\infty)^{-1}(U)$ and $(\pi_0^\infty)^{-1}(V)$, respectively.

Proof. By taking a smooth partition of unity on $U \cup V$ subordinate to the cover $\{U,V\}$ and passing to the function with support in $V$, one gets a smooth real function $f$ on $U \cup V$ which equals 0 on a neighborhood of $U \setminus V$ and 1 on a neighborhood of $V \setminus U$ in $U \cup V$. Let $(\pi_0^\infty)^*f$ be the pull-back of $f$ onto $(\pi_0^\infty)^{-1}(U \cup V)$. The differential form $((\pi_0^\infty)^*f)\sigma$ equals 0 on a neighborhood of $(\pi_0^\infty)^{-1}(U)$ and, therefore, can be extended by 0 to $(\pi_0^\infty)^{-1}(U)$. Let us denote it $\sigma_U$. Accordingly, the differential form $(1-(\pi_0^\infty)^*f)\sigma$ has an extension $\sigma_V$ by 0 to $(\pi_0^\infty)^{-1}(V)$. Then, $\sigma = \sigma_U + \sigma_V$ is a desired decomposition because $\sigma_U$ and $\sigma_V$ are of the jet order which does not exceed that of $\sigma$. $\square$

To prove the finite exactness of $D$ on $J^\infty Y$, it remains to choose an appropriate cover of $Y$. A smooth manifold $Y$ admits a countable cover $\{U_\xi\}$ by domains $U_\xi$, $\xi \in \mathbb{N}$, and its refinement $\{U_{ij}\}$, where $j \in \mathbb{N}$ and $i$ runs through a finite set, such that $U_{ij} \cap U_{ik} = \emptyset$, $j \neq k$ [69]. Then $Y$ has a finite cover $\{U_i = \bigcup_j U_{ij}\}$. Since the finite exactness of the operator $D$ takes place over any domain $U_\xi$, it also holds over any member $U_{ij}$ of the refinement $\{U_{ij}\}$ of $\{U_\xi\}$ and, in accordance with Lemma 2.5.2, over any member of the finite cover $\{U_i\}$ of $Y$. Then by virtue of Lemma 2.5.3, the finite exactness of $D$ takes place on $J^\infty Y$ over $Y$.

Similarly, one can show that:

Theorem 2.5.3. Restricted to $\mathcal{O}^{k,n}_\infty$, the operator $\varrho$ remains exact.

Theorems 2.5.1 – 2.5.3 result in Theorems 2.1.1 – 2.1.2.

Turn now to the proof of Theorem 2.1.4. Given the short variational complex (2.1.21), let us consider the corresponding complex of sheaves

$$
0 \to \mathbb{R} \to \Omega_\infty^0 \xrightarrow{du} \Omega_\infty^{0,1} \cdots \xrightarrow{du} \Omega_\infty^{0,n} \xrightarrow{\delta} 0. \tag{2.5.5}
$$

In the case of an affine bundle $Y \to X$, we can lower this complex onto the base $X$ as follows.

Let us consider the open surjection

$$
\pi^\infty : J^\infty Y \to X
$$
and the direct image $\mathcal{X}_\infty^* = \pi_\infty^* \Omega^*_\infty$ on $X$ of the sheaf $\Omega^*_\infty$. Its stalk over a point $x \in X$ consists of the equivalence classes of sections of the sheaf $\Omega^*_\infty$ which coincide on the inverse images $(\pi_\infty^{-1}(U_x))$ of neighbourhoods $U_x$ of $x$. Since $\pi_\infty^* \mathbb{R} = \mathbb{R}$, we have the following complex of sheaves on $X$:

$$0 \to \mathbb{R} \to \mathcal{X}_\infty^0 \xrightarrow{d_H} \mathcal{X}_\infty^{0,1} \xrightarrow{d_H} \cdots \xrightarrow{d_H} \mathcal{X}_\infty^{0,n} \xrightarrow{\delta} 0. \quad (2.5.6)$$

Every point $x \in X$ has a base of open contractible neighbourhoods $\{U_x\}$ such that the sheaves $\Omega^0_\infty^*$ of $\mathcal{Q}^*_\infty$-modules are acyclic on the inverse images $(\pi_\infty^{-1}(U_x))$ of these neighbourhoods. Then, in accordance with the Leray theorem [62], cohomology of $J_\infty^* Y$ with coefficients in the sheaves $\mathcal{Q}^0_\infty^*$ are isomorphic to that of $X$ with coefficients in their direct images $\mathcal{X}^{0,*}_\infty$, i.e., the sheaves $\mathcal{X}^{0,*}_\infty$ on $X$ are acyclic. Furthermore, Lemma 2.5.1 also shows that the complexes of sections of sheaves $\mathcal{Q}^0_\infty^*$ over $(\pi_\infty^{-1}(U_x))$ are exact. It follows that the complex (2.5.6) on $X$ is exact at all terms, except $\mathbb{R}$, and it is a resolution of the constant sheaf $\mathbb{R}$ on $X$. Due to the $\mathbb{R}$-algebra isomorphism $\mathcal{Q}^*_\infty = \Gamma(\mathcal{X}^{*}_\infty)$, one can think of the short variational subcomplex of the complex (2.5.1) as being the complex of the structure algebras of the sheaves (2.5.6) on $X$.

Given the sheaf $\mathcal{X}_\infty^*$ on $X$, let us consider its subsheaf $\mathcal{P}_\infty^*$ of germs of exterior forms which are polynomials in the fibre coordinates $y_\Lambda^i$, $|\Lambda| \geq 0$, of the continuous bundle $J_\infty^* Y \to X$. The sheaf $\mathcal{P}_\infty^*$ is a sheaf of $C^\infty(X)$-modules. The differential graded algebra $P^*_\infty$ of its global sections is a $C^\infty(X)$-subalgebra of $\mathcal{Q}^*_\infty$. We have the subcomplex

$$0 \to \mathbb{R} \to P^0_\infty \xrightarrow{d_H} P^{0,1}_\infty \xrightarrow{d_H} \cdots \xrightarrow{d_H} P^{0,n}_\infty \xrightarrow{\delta} 0 \quad (2.5.7)$$

of the complex (2.5.6) on $X$. As a particular variant of the algebraic Poincaré lemma, the exactness of the complex (2.5.7) at all terms, except $\mathbb{R}$, follows from the form of the homotopy operator for $d_H$ or can be proved in a straightforward way [9]. Since the sheaves $\mathcal{P}^0_\infty$ of $C^\infty(X)$-modules on $X$ are acyclic, the complex (2.5.7) is a resolution of the constant sheaf $\mathbb{R}$ on $X$. Hence, cohomology of the complex

$$0 \to \mathbb{R} \to P^0_\infty \xrightarrow{d_H} P^{0,1}_\infty \xrightarrow{d_H} \cdots \xrightarrow{d_H} P^{0,n}_\infty \xrightarrow{\delta} 0 \quad (2.5.8)$$

of the differential graded algebras $P^0_\infty$ equals the de Rham cohomology of $X$. It follows that every $d_H$-closed polynomial form $\phi \in P^0_{\infty,m<n}$ is decomposed into the sum

$$\phi = \sigma + d_H \xi, \quad \xi \in \mathcal{P}^{0,m-1}, \quad (2.5.9)$$

where $\sigma$ is a closed form on $X$. 


2.5. Appendix. Cohomology of the variational bicomplex

Let $\mathcal{P}_\infty^*$ be $C^\infty(X)$-subalgebra of the polynomial algebra $P_\infty^*$ which consists of exterior forms which are polynomials in the fibre coordinates $y^i_A$. Obviously, $\mathcal{P}_\infty^*$ is a subalgebra of $\mathcal{O}^*_\infty$. One can show that $\mathcal{P}_\infty^*$ have the same cohomology as $P_\infty^*$, i.e., if $\phi$ in the decomposition (2.5.9) is an element of $\mathcal{P}_\infty^*$, then $\xi$ is so. The proof of this fact follows the proof of Theorem 2.5.2, but differential forms on $X$ (not $J^\infty Y$) are considered.
Chapter 3

Grassmann-graded Lagrangian field theory

In classical field theory, there are different descriptions of odd fields on graded manifolds [27; 118] and supermanifolds [29; 45]. Both graded manifolds and supermanifolds are phrased in terms of sheaves of graded commutative algebras [10]. However, graded manifolds are characterized by sheaves on smooth manifolds, while supermanifolds are constructed by gluing of sheaves on supervector spaces. Treating odd fields on a smooth manifold $X$, we follow the Serre–Swan theorem generalized to graded manifolds (Theorem 3.3.2). It states that, if a Grassmann algebra is an exterior algebra of some projective $C^\infty(X)$-module of finite rank, it is isomorphic to the algebra of graded functions on a graded manifold whose body is $X$. By virtue of this theorem, we describe odd fields and their jets on an arbitrary smooth manifold $X$ as generating elements of the structure ring of a graded manifold whose body is $X$ [13; 14; 59]. This definition differs from that of jets of a graded fibre bundle [78; 118], but reproduces the heuristic notion of jets of ghosts in the field-antifield BRST theory [9; 21].

3.1 Grassmann-graded algebraic calculus

Throughout the book, by the Grassmann gradation is meant $\mathbb{Z}_2$-gradation. Hereafter, the symbol $[\cdot]$ stands for the Grassmann parity. In the literature, a $\mathbb{Z}_2$-graded structure is simply called the graded structure if there is no danger of confusion. Let us summarize the relevant notions of the Grassmann-graded algebraic calculus [10; 28].

An algebra $A$ is called graded if it is endowed with a grading automorphism $\gamma$ such that $\gamma^2 = 1$. A graded algebra falls into the direct sum
\( A = A_0 \oplus A_1 \) of \( \mathbb{Z} \)-modules \( A_0 \) and \( A_1 \) of even and odd elements such that

\[
\gamma(a) = (-1)^ia, \quad a \in A_i, \quad i = 0, 1,
\]

\[
[aa'] = ([a] + [a']) \text{mod} \ 2, \quad a \in A_i, \quad a' \in A_{i'}.
\]

One calls \( A_0 \) and \( A_1 \) the even and odd parts of \( A \), respectively. The even part \( A_0 \) is a subalgebra of \( A \) and the odd one \( A_1 \) is an \( A_0 \)-module. If \( A \) is a graded ring, then \([1] = 0\).

A graded algebra \( A \) is called graded commutative if

\[
aa' = (-1)^{[a][a']}a'a,
\]

where \( a \) and \( a' \) are graded-homogeneous elements of \( A \), i.e., they are either even or odd.

Given a graded algebra \( A \), a left graded \( A \)-module \( Q \) is defined as a left \( A \)-module provided with the grading automorphism \( \gamma \) such that

\[
\gamma(aq) = \gamma(a)\gamma(q), \quad a \in A, \quad q \in Q,
\]

\[
[aq] = ([a] + [q]) \text{mod} \ 2.
\]

A graded module \( Q \) is split into the direct sum \( Q = Q_0 \oplus Q_1 \) of two \( A_0 \)-modules \( Q_0 \) and \( Q_1 \) of even and odd elements. Similarly, right graded modules are defined.

If \( K \) is a graded commutative ring, a graded \( K \)-module can be provided with a graded \( K \)-bimodule structure by letting

\[
qa = (-1)^{[a][q]}aq, \quad a \in K, \quad q \in Q.
\]

A graded \( K \)-module is called free if it has a basis generated by graded-homogeneous elements. This basis is said to be of type \((n, m)\) if it contains \( n \) even and \( m \) odd elements.

In particular, by a real graded vector space \( B = B_0 \oplus B_1 \) is meant a graded \( \mathbb{R} \)-module. A real graded vector space is said to be \((n, m)\)-dimensional if \( B_0 = \mathbb{R}^n \) and \( B_1 = \mathbb{R}^m \).

Given a graded commutative ring \( K \), the following are standard constructions of new graded modules from old ones.

- The direct sum of graded modules and a graded factor module are defined just as those of modules over a commutative ring.

- The tensor product \( P \otimes Q \) of graded \( K \)-modules \( P \) and \( Q \) is an additive group generated by elements \( p \otimes q, \ p \in P, \ q \in Q \), obeying the relations

\[
(p + p') \otimes q = p \otimes q + p' \otimes q,
\]

\[
p \otimes (q + q') = p \otimes q + p \otimes q',
\]

\[
ap \otimes q = (-1)^{[p][a]}pa \otimes q = (-1)^{[p][a]}p \otimes aq, \quad a \in K.
\]
3.1. Grassmann-graded algebraic calculus

In particular, the tensor algebra $\otimes P$ of a graded $K$-module $P$ is defined as that (10.1.5) of a module over a commutative ring. Its quotient $\wedge P$ with respect to the ideal generated by elements $p \otimes p' + (-1)^{|p||p'|} p' \otimes p, \quad p, p' \in P,$ is the bigraded exterior algebra of a graded module $P$ with respect to the graded exterior product $p \wedge p' = -(-1)^{|p||p'|} p' \wedge p.$

- A morphism $\Phi : P \to Q$ of graded $K$-modules seen as additive groups is said to be even graded morphism (resp. odd graded morphism) if $\Phi$ preserves (resp. change) the Grassmann parity of all graded-homogeneous elements of $P$ and obeys the relations $\Phi(ap) = (-1)^{|a||p|} a \Phi(p), \quad p \in P, \quad a \in K.$

A morphism $\Phi : P \to Q$ of graded $K$-modules as additive groups is called a graded $K$-module morphism if it is represented by a sum of even and odd graded morphisms. The set $\text{Hom}_K(P,Q)$ of graded morphisms of a graded $K$-module $P$ to a graded $K$-module $Q$ is naturally a graded $K$-module. The graded $K$-module $P^* = \text{Hom}_K(P,K)$ is called the dual of a graded $K$-module $P$.

A graded commutative $K$-ring $A$ is a graded commutative ring which also is a graded $K$-module. A real graded commutative ring is said to be of rank $N$ if it is a free algebra generated by the unit element $1$ and $N$ odd elements. A graded commutative Banach ring $A$ is a real graded commutative ring which is a real Banach algebra whose norm obeys the condition $\|a_0 + a_1\| = \|a_0\| + \|a_1\|, \quad a_0 \in A_0, \quad a_1 \in A_1.$

Let $V$ be a real vector space, and let $\Lambda = \wedge V$ be its exterior algebra endowed with the Grassmann gradation $\Lambda = \Lambda_0 \oplus \Lambda_1, \quad \Lambda_0 = \mathbb{R} \bigoplus_{k=1}^{2^k} \wedge^k V, \quad \Lambda_1 = \bigoplus_{k=1}^{2^k-1} \wedge^k V. \quad (3.1.1)$

It is a real graded commutative ring, called the Grassmann algebra. A Grassmann algebra, seen as an additive group, admits the decomposition $\Lambda = \mathbb{R} \oplus R = \mathbb{R} \oplus R_0 \oplus R_1 = \mathbb{R} \oplus (\Lambda_1)^2 \oplus \Lambda_1, \quad (3.1.2)$
where $R$ is the ideal of nilpotents of $\Lambda$. The corresponding projections $\sigma : \Lambda \to R$ and $s : \Lambda \to R$ are called the body and soul maps, respectively.

**Remark 3.1.1.** There is a different definition of a Grassmann algebra [85] which is equivalent to the above mentioned one only in the case of an infinite-dimensional vector space $V$ [28].

Hereafter, we restrict our consideration to Grassmann algebras of finite rank. Given a basis $\{c^i\}$ for the vector space $V$, the elements of the Grassmann algebra $\Lambda$ (3.1.1) take the form

$$a = \sum_{k=0}^{n} \sum_{(i_1 \cdots i_k)} a_{i_1 \cdots i_k} c^{i_1} \cdots c^{i_k},$$

(3.1.3)

where the second sum runs through all the tuples $(i_1 \cdots i_k)$ such that no two of them are permutations of each other. The Grassmann algebra $\Lambda$ becomes a graded commutative Banach ring if its elements (3.1.3) are endowed with the norm

$$\|a\| = \sum_{k=0}^{n} \sum_{(i_1 \cdots i_k)} |a_{i_1 \cdots i_k}|.$$

Let $B$ be a graded vector space. Given a Grassmann algebra $\Lambda$, it can be brought into a graded $\Lambda$-module $\Lambda B = (\Lambda B)_0 \oplus (\Lambda B)_1 = (\Lambda_0 \otimes B_0 \oplus \Lambda_1 \otimes B_1) \oplus (\Lambda_1 \otimes B_0 \oplus \Lambda_0 \otimes B_1)$, called a superspace. The superspace

$$B^{n|m} = [(\oplus \Lambda_0) \oplus (\oplus \Lambda_1)] \oplus [(\oplus \Lambda_1) \oplus (\oplus \Lambda_0)]$$

(3.1.4)

is said to be $(n, m)$-dimensional. The graded $\Lambda_0$-module

$$B^{n,m} = (\oplus \Lambda_0) \oplus (\oplus \Lambda_1)$$

is called an $(n, m)$-dimensional supervector space. Whenever referring to a topology on a supervector space $B^{n,m}$, we will mean the Euclidean topology on a $2^{N-1}[n + m]$-dimensional real vector space.

Given a superspace $B^{n|m}$ over a Grassmann algebra $\Lambda$, any $\Lambda$-module endomorphism of $B^{n|m}$ is represented by an $(n + m) \times (n + m)$ matrix

$$L = \begin{pmatrix} L_1 & L_2 \\ L_3 & L_4 \end{pmatrix}$$

(3.1.5)

with entries in $\Lambda$. It is called a supermatrix. A supermatrix $L$ (3.1.5) is

- even if $L_1$ and $L_4$ have even entries, while $L_2$ and $L_3$ have the odd ones;
• odd if $L_1$ and $L_4$ have odd entries, while $L_2$ and $L_3$ have the even ones.

Endowed with this gradation, the set of supermatrices (3.1.5) is a graded $\Lambda$-ring.

The notion of a trace is extended to supermatrices (3.1.5) as the supertrace
\[
\text{Str} \ L = \text{Tr} \ L_1 - (-1)^{|L|} \text{Tr} \ L_4.
\]
For instance, $\text{Str}(1) = n - m$.

A supertransposition $L^{st}$ of a supermatrix $L$ is defined as the supermatrix
\[
L^{st} = \left( \begin{array}{cc}
L_1 & (-1)^{|L|} L_3 \\
(-1)^{|L|} L_2 & L_4
\end{array} \right),
\]
where $L^t$ denotes the ordinary matrix transposition. There are the relations
\[
\text{Str}(L^{st}) = \text{Str} \ L,
\]
\[
(LL')^{st} = (-1)^{|L||L'|} L^{st} L'^{st},
\]
\[
\text{Str}([L, L']) = 0.
\]

Let us consider invertible supermatrices $L$ (3.1.5). One can show that a supermatrix $L$ is invertible only if it is even and if and only if either the matrices $L_1$ and $L_4$ are invertible or the real matrix $\sigma(L)$ is invertible, where $\sigma$ is the body map. A superdeterminant of $L \in GL(n|m; \Lambda)$ is defined as
\[
\text{Sdet} \ L = \det(L_1 - L_2 L_4^{-1} L_3)(\det L_4^{-1}).
\]
It satisfies the relations
\[
\text{Sdet}(LL') = (\text{Sdet} \ L)(\text{Sdet} \ L'),
\]
\[
\text{Sdet}(L^{st}) = \text{Sdet} \ L.
\]

Invertible supermatrices constitute a group $GL(n|m; \Lambda)$, called the general linear supergroup.

Let $K$ be a graded commutative ring. A graded commutative (non-associative) $K$-algebra $g$ is called a Lie $K$-superalgebra if its product $[.,.]$, called the Lie superbracket, obeys the relations
\[
[\varepsilon, \varepsilon'] = -(\varepsilon [\varepsilon'] + [\varepsilon', \varepsilon],
\]
\[
(-1)^{|\varepsilon||\varepsilon'|} [\varepsilon, [\varepsilon', \varepsilon'']] + (-1)^{|\varepsilon||\varepsilon'|} [\varepsilon', [\varepsilon'', \varepsilon]] + (-1)^{|\varepsilon''||\varepsilon'|} [\varepsilon'', [\varepsilon, \varepsilon']] = 0.
\]
Obviously, the even part $g_0$ of a Lie $K$-superalgebra $g$ is a Lie $K_0$-algebra. A graded $K$-module $P$ is called a $g$-module if it is provided with a $K$-bilinear map
\[
g \times P \ni (\varepsilon, p) \rightarrow \varepsilon p \in P, \quad [\varepsilon p] = ([\varepsilon] + [p]) \text{mod} 2,
\]
\[
[\varepsilon, \varepsilon'] p = (\varepsilon \circ \varepsilon' - (-1)^{|\varepsilon| |\varepsilon'|} \varepsilon' \circ \varepsilon)p.
\]
3.2 Grassmann-graded differential calculus

Linear differential operators on graded modules over a graded commutative ring are defined similarly to those in commutative geometry (see Section 10.2).

Let $K$ be a graded commutative ring and $A$ a graded commutative $K$-ring. Let $P$ and $Q$ be graded $A$-modules. The graded $K$-module $\text{Hom}_K(P, Q)$ of graded $K$-module homomorphisms $\Phi : P \rightarrow Q$ can be endowed with the two graded $A$-module structures

\[(a \Phi)(p) = a \Phi(p), \quad (\Phi \cdot a)(p) = \Phi(ap), \quad a \in A, \quad p \in P,\]

called $A$- and $A \cdot -$module structures, respectively. Let us put

\[\delta_a \Phi = a \Phi - (-1)^{|a||\Phi|}\Phi \cdot a, \quad a \in A.\]

An element $\Delta \in \text{Hom}_K(P, Q)$ is said to be a $Q$-valued graded differential operator of order $s$ on $P$ if

\[\delta_{a_0} \circ \cdots \circ \delta_{a_s} \Delta = 0\]

for any tuple of $s + 1$ elements $a_0, \ldots, a_s$ of $A$. The set $\text{Diff}_s(P, Q)$ of these operators inherits the graded module structures (3.2.1).

In particular, zero order graded differential operators obey the condition

\[\delta_a \Delta(p) = a \Delta(p) - (-1)^{|a||\Delta|}\Delta(ap) = 0, \quad a \in A, \quad p \in P,\]

i.e., they coincide with graded $A$-module morphisms $P \rightarrow Q$. A first order graded differential operator $\Delta$ satisfies the relation

\[\delta_a \circ \delta_b \Delta(p) = ab \Delta(p) - (-1)^{|a|(|\Delta|+|b|)}b \Delta(ap) - (-1)^{|b||\Delta|}a \Delta(bp) + (-1)^{|b||\Delta|+|\Delta|+|b|}|a \Delta(ab), \quad a, b \in A, \quad p \in P.\]

For instance, let $P = A$. Any zero order $Q$-valued graded differential operator $\Delta$ on $A$ is defined by its value $\Delta(1)$. Then there is a graded $A$-module isomorphism

\[\text{Diff}_0(A, Q) = Q, \quad Q \ni q \rightarrow \Delta_q \in \text{Diff}_0(A, Q),\]

where $\Delta_q$ is given by the equality $\Delta_q(1) = q$. A first order $Q$-valued graded differential operator $\Delta$ on $A$ fulfills the condition

\[\Delta(ab) = \Delta(a)b + (-1)^{|a||\Delta|}a \Delta(b) - (-1)^{|b|(|a|+|\Delta|)}ab \Delta(1), \quad a, b \in A.\]

It is called a $Q$-valued graded derivation of $A$ if $\Delta(1) = 0$, i.e., the Grassmann-graded Leibniz rule

\[\Delta(ab) = \Delta(a)b + (-1)^{|a||\Delta|}a \Delta(b), \quad a, b \in A.\]
3.2. Grassmann-graded differential calculus

holds. One obtains at once that any first order graded differential operator on $A$ falls into the sum

$$\Delta(a) = \Delta(1)a + [\Delta(a) - \Delta(1)a]$$

of a zero order graded differential operator $\Delta(1)a$ and a graded derivation $\Delta(a) - \Delta(1)a$. If $\partial$ is a graded derivation of $A$, then $a\partial$ is so for any $a \in A$. Hence, graded derivations of $A$ constitute a graded $A$-module

$d(A, Q)$, called the graded derivation module.

If $Q = A$, the graded derivation module $dA$ also is a Lie superalgebra over the graded commutative ring $K$ with respect to the superbracket

$$[u, u'] = u \circ u' - (-1)^{|u||u'|} u' \circ u, \quad u, u' \in A.$$  \hspace{1cm} (3.2.4)

We have the graded $A$-module decomposition

$$\text{Diff}_1(A) = A \oplus dA.$$  \hspace{1cm} (3.2.5)

Since $dA$ is a Lie $K$-superalgebra, let us consider the Chevalley–Eilenberg complex $C^k[dA; A]$ where the graded commutative ring $A$ is regarded as a $dA$-module \cite{46; 60}. It is the complex

$$0 \rightarrow A \xrightarrow{d} C^1[dA; A] \xrightarrow{d} \cdots C^k[dA; A] \xrightarrow{d} \cdots$$  \hspace{1cm} (3.2.6)

where

$$C^k[dA; A] = \text{Hom}_K(\wedge^k dA, A)$$

are $dA$-modules of $K$-linear graded morphisms of the graded exterior products $\wedge^k dA$ of the $K$-module $dA$ to $A$. Let us bring homogeneous elements of $\wedge^n dA$ into the form

$$\epsilon_1 \wedge \cdots \wedge \epsilon_r \wedge \epsilon_{r+1} \wedge \cdots \wedge \epsilon_k, \quad \epsilon_i \in dA_0, \quad \epsilon_j \in dA_1.$$  

Then the even coboundary operator $d$ of the complex (3.2.6) is given by the expression

$$dc(\epsilon_1 \wedge \cdots \wedge \epsilon_r \wedge \epsilon_1 \wedge \cdots \wedge \epsilon_s) =$$  \hspace{1cm} (3.2.7)

$$\sum_{i=1}^{r} (-1)^{i-1} \epsilon_i \epsilon(\epsilon_1 \wedge \cdots \hat{\epsilon}_i \epsilon \epsilon_1 \wedge \cdots \wedge \epsilon_s) +$$

$$\sum_{j=1}^{s} (-1)^r \epsilon_j \epsilon(\epsilon_1 \wedge \cdots \epsilon_r \wedge \epsilon_1 \wedge \cdots \hat{\epsilon}_j \epsilon \epsilon_1 \wedge \cdots \wedge \epsilon_s) +$$

$$\sum_{1 \leq i < j \leq r} (-1)^{i+j} \epsilon(\epsilon_i, \epsilon_j) \wedge \epsilon_1 \wedge \cdots \hat{\epsilon}_i \epsilon \epsilon_1 \wedge \cdots \hat{\epsilon}_j \epsilon \epsilon_1 \wedge \cdots \wedge \epsilon_s) +$$

$$\sum_{1 \leq i < j \leq s} \epsilon(\epsilon_i, \epsilon_j) \wedge \epsilon_1 \wedge \cdots \wedge \epsilon_r \wedge \epsilon_1 \wedge \cdots \hat{\epsilon}_i \epsilon \epsilon_1 \wedge \cdots \hat{\epsilon}_j \epsilon \epsilon_1 \wedge \cdots \wedge \epsilon_s) +$$

$$\sum_{1 \leq i < j \leq r} (-1)^{i+j+r+1} \epsilon(\epsilon_i, \epsilon_j) \wedge \epsilon_1 \wedge \cdots \hat{\epsilon}_i \epsilon \epsilon_1 \wedge \cdots \hat{\epsilon}_j \epsilon \epsilon_1 \wedge \cdots \wedge \epsilon_s).$$
where the caret \(^\wedge\) denotes omission. This operator is called the graded Chevalley–Eilenberg coboundary operator.

Let us consider the extended Chevalley–Eilenberg complex

\[
0 \to K \overset{\text{in}}{\to} C^*[\mathfrak{d}A; A].
\]

It is easily justified that this complex contains a subcomplex \(O^*\mathfrak{d}A\) of \(\mathfrak{A}\)-linear graded morphisms. The \(\mathbb{N}\)-graded module \(O^*\mathfrak{d}A\) is provided with the structure of a bigraded \(\mathfrak{A}\)-algebra with respect to the graded exterior product

\[
\phi \wedge \phi' (u_1, \ldots, u_{r+s}) = \sum_{i_1 < \cdots < i_r, j_1 < \cdots < j_s} \text{Sgn}^{i_1 \cdots i_r j_1 \cdots j_s} \phi(u_{i_1}, \ldots, u_{i_r}) \phi'(u_{j_1}, \ldots, u_{j_s}),
\]

\[
\phi \in O^r[\mathfrak{d}A], \quad \phi' \in O^s[\mathfrak{d}A], \quad u_k \in \mathfrak{d}A,
\]

where \(u_1, \ldots, u_{r+s}\) are graded-homogeneous elements of \(\mathfrak{d}A\) and

\[
u_1 \wedge \cdots \wedge u_{r+s} = \text{Sgn}^{i_1 \cdots i_r j_1 \cdots j_s} u_{i_1} \wedge \cdots \wedge u_{i_r} \wedge u_{j_1} \wedge \cdots \wedge u_{j_s}.
\]

The graded Chevalley–Eilenberg coboundary operator \(d\) (3.2.7) and the graded exterior product \(\wedge\) (3.2.8) bring \(O^*[\mathfrak{d}A]\) into a differential bigraded algebra whose elements obey the relations

\[
\phi \wedge \phi' = (-1)^{\lceil \phi \rceil \lceil \phi' \rceil + \lfloor \phi \rfloor \lfloor \phi' \rfloor} \phi' \wedge \phi,
\]

\[
d(\phi \wedge \phi') = d\phi \wedge \phi' + (-1)^{\lfloor \phi \rfloor \lfloor \phi' \rfloor} \phi \wedge d\phi'.
\]

It is called the graded Chevalley–Eilenberg differential calculus over a graded commutative \(K\)-ring \(\mathfrak{A}\). In particular, we have

\[
O^1[\mathfrak{d}A] = \text{Hom}_A(\mathfrak{d}A, A) = \mathfrak{d}A^*.
\]

One can extend this duality relation to the graded interior product of \(u \in \mathfrak{d}A\) with any element \(\phi \in O^*[\mathfrak{d}A]\) by the rules

\[
u (bda) = (-1)^{[u][\phi]} u(a), \quad a, b \in \mathfrak{A},
\]

\[
u (\phi \wedge \phi') = (u \phi) \wedge \phi' + (-1)^{[\phi][\phi']} \phi \wedge (u \phi').
\]

As a consequence, any graded derivation \(u \in \mathfrak{d}A\) of \(\mathfrak{A}\) yields a derivation

\[
L_u \phi = u \phi + d(u \phi), \quad \phi \in O^*, \quad u \in \mathfrak{d}A,
\]

\[
L_u (\phi \wedge \phi') = L_u (\phi) \wedge \phi' + (-1)^{|u| \lfloor \phi \rfloor \lfloor \phi' \rfloor} \phi \wedge L_u (\phi'),
\]

called the graded Lie derivative of the differential bigraded algebra \(O^*[\mathfrak{d}A]\).

The minimal graded Chevalley–Eilenberg differential calculus \(O^* \mathfrak{A} \subset O^*[\mathfrak{d}A]\) over a graded commutative ring \(\mathfrak{A}\) consists of the monomials

\[
a_0 da_1 \wedge \cdots \wedge da_k, \quad a_i \in \mathfrak{A}.
\]
3.3 Geometry of graded manifolds

The corresponding complex

\[ 0 \to \mathcal{K} \to \mathcal{A} \xrightarrow{d} \mathcal{O}^1 \mathcal{A} \xrightarrow{d} \cdots \mathcal{O}^k \mathcal{A} \xrightarrow{d} \cdots \]  

(3.2.14)

is called the bigraded de Rham complex of a graded commutative \( \mathcal{K} \)-ring \( \mathcal{A} \).

Following the construction of a connection in commutative geometry (see Section 10.2), one comes to the notion of a connection on modules over a real graded commutative ring \( \mathcal{A} \). The following are the straightforward counterparts of Definitions 10.2.2 and 10.2.3.

**Definition 3.2.1.** A connection on a graded \( \mathcal{A} \)-module \( P \) is a graded \( \mathcal{A} \)-module morphism

\[ \mathfrak{d} \mathcal{A} \ni u \to \nabla_u \in \text{Diff}_1(P, P) \]  

(3.2.15)

such that the first order differential operators \( \nabla_u \) obey the Grassmann-graded Leibniz rule

\[ \nabla_u(ap) = u(a)p + (-1)^{|a||u|}a
abla_u(p), \quad a \in \mathcal{A}, \quad p \in P. \]  

(3.2.16)

**Definition 3.2.2.** Let \( P \) in Definition 3.2.1 be a graded commutative \( \mathcal{A} \)-ring and \( \mathfrak{d}P \) the derivation module of \( P \) as a graded commutative \( \mathcal{K} \)-ring. A connection on a graded commutative \( \mathcal{A} \)-ring \( P \) is a graded \( \mathcal{A} \)-module morphism

\[ \mathfrak{d} \mathcal{A} \ni u \to \nabla_u \in \mathfrak{d}P, \]  

(3.2.17)

which is a connection on \( P \) as an \( \mathcal{A} \)-module, i.e., it obeys the graded Leibniz rule (3.2.16).

### 3.3 Geometry of graded manifolds

In accordance with Serre–Swan Theorem 3.3.2 below, if a real graded commutative algebra \( \mathcal{A} \) is generated by a projective module of finite rank over the ring \( C^\infty(Z) \) of smooth functions on some manifold \( Z \), then \( \mathcal{A} \) is isomorphic to the algebra of graded functions on a graded manifold with a body \( Z \), and vice versa. Then the minimal graded Chevalley–Eilenberg differential calculus \( \mathcal{O}^* \mathcal{A} \) over \( \mathcal{A} \) is the differential bigraded algebra of graded exterior forms on this graded manifold.

A graded manifold of dimension \((n, m)\) is defined as a local-ringed space \((Z, \mathfrak{A})\) where \( Z \) is an \( n \)-dimensional smooth manifold \( Z \) and \( \mathfrak{A} = \mathfrak{A}_0 \oplus \mathfrak{A}_1 \) is a sheaf of graded commutative algebras of rank \( m \) such that [10]:

- **Theorem 3.3.2.** [Serre–Swan Theorem] If a real graded commutative algebra \( \mathcal{A} \) is generated by a projective module of finite rank over the ring \( C^\infty(Z) \) of smooth functions on some manifold \( Z \), then \( \mathcal{A} \) is isomorphic to the algebra of graded functions on a graded manifold with a body \( Z \), and vice versa.
there is the exact sequence of sheaves
\[ 0 \to \mathcal{R} \to \mathfrak{A} \xrightarrow{\sigma} C^\infty_Z \to 0, \quad \mathcal{R} = \mathfrak{A}_1 + (\mathfrak{A}_1)^2, \] (3.3.1)
where \( C^\infty_Z \) is the sheaf of smooth real functions on \( Z \);

• \( \mathcal{R}/\mathcal{R}^2 \) is a locally free sheaf of \( C^\infty_Z \)-modules of finite rank (with respect to pointwise operations), and the sheaf \( \mathfrak{A} \) is locally isomorphic to the exterior product \( \wedge C^\infty_Z (\mathcal{R}/\mathcal{R}^2) \).

The sheaf \( \mathfrak{A} \) is called a structure sheaf of a graded manifold \( (Z, \mathfrak{A}) \), and a manifold \( Z \) is said to be the body of \( (Z, \mathfrak{A}) \). Sections of the sheaf \( \mathfrak{A} \) are called graded functions on a graded manifold \( (Z, \mathfrak{A}) \). They make up a graded commutative \( C^\infty(Z) \)-ring called the structure ring of \( (Z, \mathfrak{A}) \).

A graded manifold \( (Z, \mathfrak{A}) \) possesses the following local structure. Given a point \( z \in Z \), there exists its open neighborhood \( U \), called a splitting domain, such that
\[ \mathfrak{A}(U) = C^\infty(U) \otimes \wedge \mathbb{R}^m. \] (3.3.2)
This means that the restriction \( \mathfrak{A}|_U \) of the structure sheaf \( \mathfrak{A} \) to \( U \) is isomorphic to the sheaf \( C^\infty_U \otimes \wedge \mathbb{R}^m \) of sections of some exterior bundle
\[ \wedge E^*_U = U \times \wedge \mathbb{R}^m \to U. \]

The well-known Batchelor theorem [10; 16] states that such a structure of a graded manifold is global as follows.

**Theorem 3.3.1.** Let \( (Z, \mathfrak{A}) \) be a graded manifold. There exists a vector bundle \( E \to Z \) with an \( m \)-dimensional typical fibre \( V \) such that the structure sheaf \( \mathfrak{A} \) of \( (Z, \mathfrak{A}) \) is isomorphic to the structure sheaf \( \mathfrak{A}_E = S_{\wedge E^*} \) of germs of sections of the exterior bundle \( \wedge E^* \) (1.1.11), whose typical fibre is the Grassmann algebra \( \wedge V^* \).

**Proof.** The local sheaves \( C^\infty_U \otimes \wedge \mathbb{R}^m \) are glued into the global structure sheaf \( \mathfrak{A} \) of the graded manifold \( (Z, \mathfrak{A}) \) by means of transition functions in Theorem 10.7.1, which are assembled into a cocycle of the sheaf \( \text{Aut}(\wedge \mathbb{R}^m) \) of smooth mappings from \( Z \) to \( \text{Aut}(\wedge \mathbb{R}^m) \). The proof is based on the bijection between the cohomology sets \( H^1(Z; \text{Aut}(\wedge \mathbb{R}^m)) \) and \( H^1(Z; GL(m, \mathbb{R}^m)) \). □

It should be emphasized that Batchelor’s isomorphism in Theorem 3.3.1 fails to be canonical. In field models, it however is fixed from the beginning. Therefore, we restrict our consideration to graded manifolds \( (Z, \mathfrak{A}_E) \) whose structure sheaf is the sheaf of germs of sections of some exterior bundle \( \wedge E^* \). We agree to call \( (Z, \mathfrak{A}_E) \) a simple graded manifold modelled over a...
vector bundle $E \to Z$, called its characteristic vector bundle. Accordingly, the structure ring $\mathcal{A}_E$ of a simple graded manifold $(Z, \mathfrak{A}_E)$ is the structure module

$$\mathcal{A}_E = \mathfrak{A}_E(Z) = \bigwedge E^*(Z) \quad (3.3.3)$$

of sections of the exterior bundle $\bigwedge E^*$. Automorphisms of a simple graded manifold $(Z, \mathfrak{A}_E)$ are restricted to those induced by automorphisms of its characteristic vector bundles $E \to Z$ (see Remark 3.3.2).

Combining Batchelor Theorem 3.3.1 and classical Serre–Swan Theorem 10.9.3, we come to the following Serre–Swan theorem for graded manifolds [14].

**Theorem 3.3.2.** Let $Z$ be a smooth manifold. A graded commutative $C^\infty(Z)$-algebra $\mathcal{A}$ is isomorphic to the structure ring of a graded manifold with a body $Z$ if and only if it is the exterior algebra of some projective $C^\infty(Z)$-module of finite rank.

**Proof.** By virtue of the Batchelor theorem, any graded manifold is isomorphic to a simple graded manifold $(Z, \mathfrak{A}_E)$ modelled over some vector bundle $E \to Z$. Its structure ring $\mathcal{A}_E$ (3.3.3) of graded functions consists of sections of the exterior bundle $\bigwedge E^*$ (1.1.11). The classical Serre–Swan theorem states that a $C^\infty(Z)$-module is isomorphic to the module of sections of a smooth vector bundle over $Z$ if and only if it is a projective module of finite rank.

Given a graded manifold $(Z, \mathfrak{A}_E)$, every trivialization chart $(U; z^A, y^a)$ of the vector bundle $E \to Z$ yields a splitting domain $(U; z^A, c^a)$ of $(Z, \mathfrak{A}_E)$. Graded functions on such a chart are $\Lambda$-valued functions

$$f = \sum_{k=0}^m \frac{1}{k!} f_{a_1 \ldots a_k}(z)c^{a_1} \cdots c^{a_k}, \quad (3.3.4)$$

where $f_{a_1 \ldots a_k}(z)$ are smooth functions on $U$ and $\{c^a\}$ is the fibre basis for $E^*$. In particular, the sheaf epimorphism $\sigma$ in (3.3.1) is induced by the body map of $\Lambda$. One calls $\{z^A, c^a\}$ the local basis for the graded manifold $(Z, \mathfrak{A}_E)$ [10]. Transition functions $y^a = \rho^a_b(z^A)y^b$ of bundle coordinates on $E \to Z$ induce the corresponding transformation

$$c^{a'} = \rho^{a'}_b(z^A)c^b \quad (3.3.5)$$

of the associated local basis for the graded manifold $(Z, \mathfrak{A}_E)$ and the according coordinate transformation law of graded functions (3.3.4).
Remark 3.3.1. Strictly speaking, elements $c^a$ of the local basis for a graded manifold are locally constant sections $c^a$ of $E^* \to X$ such that $y_b \circ c^a = \delta^a_b$. Therefore, graded functions are locally represented by $\Lambda$-valued functions (3.3.4), but they are not $\Lambda$-valued functions on a manifold $Z$ because of the transformation law (3.3.5).

Remark 3.3.2. In general, automorphisms of a graded manifold take the form

$$c'^a = \rho^a(z^A, c^b),$$

(3.3.6)

where $\rho^a(z^A, c^b)$ are local graded functions. Considering a simple graded manifold $(Z, A_E)$, we restrict the class of graded manifold transformations (3.3.6) to the linear ones (3.3.5), compatible with given Batchelor’s isomorphism.

Let $E \to Z$ and $E' \to Z$ be vector bundles and $\Phi : E \to E'$ their bundle morphism over a morphism $\varphi : Z \to Z'$. Then every section $s^*$ of the dual bundle $E'^* \to Z'$ defines the pull-back section $\Phi^* s^*$ of the dual bundle $E^* \to Z$ by the law

$$v_z \circ \Phi^* s^*(z) = \Phi(v_z) \circ s^*(\varphi(z)), \quad v_z \in E_z.$$

It follows that the bundle morphism $(\Phi, \varphi)$ yields a morphism of simple graded manifolds

$$\tilde{\Phi} : (Z, A_E) \to (Z', A_{E'}),$$

(3.3.7)

treated as local-ringed spaces (see Section 10.8). This is a pair $(\varphi, \varphi_* \circ \Phi^*)$ of a morphism $\varphi$ of body manifolds and the composition $\varphi_* \circ \Phi^*$ of the pull-back

$$A_{E'} \ni f \to \Phi^* f \in A_E$$

of graded functions and the direct image $\varphi_*$ of the sheaf $A_E$ onto $Z'$. Relative to local bases $(z^A, c^a)$ and $(z'^A, c'^a)$ for $(Z, A_E)$ and $(Z', A_{E'})$, the morphism (3.3.7) of graded manifolds reads

$$\tilde{\Phi}(z) = \varphi(z), \quad \tilde{\Phi}(c'^a) = \Phi^a_b(z) c^b.$$

Given a graded manifold $(Z, A)$, by the sheaf $\mathfrak{A}$ of graded derivations of $\mathfrak{A}$ is meant a subsheaf of endomorphisms of the structure sheaf $\mathfrak{A}$ such that any section $u \in \mathfrak{A}(U)$ of $\mathfrak{A}$ over an open subset $U \subset Z$ is a graded derivation of the real graded commutative algebra $\mathfrak{A}(U)$, i.e., $u \in \mathfrak{A}(\mathfrak{A}(U))$. 


Conversely, one can show that, given open sets $U' \subset U$, there is a surjection of the graded derivation modules

$$\mathfrak{d}(\mathfrak{A}(U)) \to \mathfrak{d}(\mathfrak{A}(U'))$$

[10]. It follows that any graded derivation of the local graded algebra $\mathfrak{A}(U)$ also is a local section over $U$ of the sheaf $\mathfrak{d}\mathfrak{A}$. Global sections of $\mathfrak{d}\mathfrak{A}$ are called graded vector fields on the graded manifold $(Z, \mathfrak{A})$. They make up the graded derivation module $\mathfrak{d}\mathfrak{A}(Z)$ of the real graded commutative ring $\mathfrak{A}(Z)$. This module is a real Lie superalgebra with respect to the superbracket (3.2.4).

A key point is that graded vector fields $u \in \mathfrak{d}\mathfrak{A}_E$ on a simple graded manifold $(Z, \mathfrak{A}_E)$ can be represented by sections of some vector bundle as follows [60].

Due to the canonical splitting $V E = E \times E$, the vertical tangent bundle $VE$ of $E \to Z$ can be provided with the fibre bases $\{\partial/\partial c^a\}$, which are the duals of the bases $\{c_a\}$. Then graded vector fields on a splitting domain $(U; z^A, c^a)$ of $(Z, \mathfrak{A}_E)$ read

$$u = u^A \partial_A + u^a \frac{\partial}{\partial c^a}.$$  \hspace{1cm} (3.3.8)

where $u^A$, $u^a$ are local graded functions on $U$. In particular,

$$\frac{\partial}{\partial c^a} \circ \frac{\partial}{\partial c^b} = - \frac{\partial}{\partial c^b} \circ \frac{\partial}{\partial c^a}, \quad \partial_A \circ \frac{\partial}{\partial c^a} = \frac{\partial}{\partial c^a} \circ \partial_A.$$

The graded derivations (3.3.8) act on graded functions $f \in \mathfrak{A}_E(U)$ (3.3.4) by the rule

$$u(f_{a...b}c^a \cdots c^b) = u^A \partial_A(f_{a...b})c^a \cdots c^b + u^b f_{a...b} \frac{\partial}{\partial c^b}(c^a \cdots c^b).$$  \hspace{1cm} (3.3.9)

This rule implies the corresponding coordinate transformation law

$$u'^{A} = u^{A}, \quad u'^{a} = \rho^{a}_{j} u^{j} + u^{A} \partial_A(\rho^{a}_{j})c^{j}$$

of graded vector fields. It follows that graded vector fields (3.3.8) can be represented by sections of the following vector bundle $V_E \to Z$. This vector bundle is locally isomorphic to the vector bundle

$$V_E|_U \approx \wedge \frac{E^* \otimes (E \oplus T Z)}{Z}|_U,$$  \hspace{1cm} (3.3.10)

and is characterized by an atlas of bundle coordinates

$$(z^A, z^A_{a_1 \ldots a_k}, v^k_{b_1 \ldots b_k}), \quad k = 0, \ldots, m,$$
Grassmann-graded Lagrangian field theory possessing the transition functions

\[ z_{i_1 \cdots i_k}^A = \rho_{-1}^{a_1} \cdots \rho_{-1}^{a_k} z_{i_1 \cdots i_k}^A, \]

\[ v_{j_1 \cdots j_k}^i = \rho_{-1}^{b_1} \cdots \rho_{-1}^{b_k} \left[ \rho^j_k v_{b_1 \cdots b_k}^j + \frac{k!}{(k-1)!} z_{b_1 \cdots b_k}^A \partial_A \rho_{b_k}^i \right], \]

which fulfill the cocycle condition (1.1.4). Thus, the graded derivation module \( \mathfrak{d} \mathcal{A}_E \) is isomorphic to the structure module \( \mathcal{V}_E(\mathbb{Z}) \) of global sections of the vector bundle \( \mathcal{V}_E \to \mathbb{Z} \).

There is the exact sequence

\[ 0 \to \wedge^* \mathcal{E} \otimes \mathcal{E} \to \mathcal{V}_E \to \wedge^* \mathcal{E} \otimes \mathcal{T} \mathbb{Z} \to 0 \quad (3.3.11) \]

of vector bundles over \( \mathbb{Z} \). Its splitting

\[ \tilde{\gamma} : \tilde{z}^A \partial_A \to \tilde{z}^A \left( \partial_A + \tilde{\gamma}_A^a \frac{\partial}{\partial \rho^a} \right) \quad (3.3.12) \]

transforms every vector field \( \tau \) on \( \mathbb{Z} \) into the graded vector field

\[ \tau = \tau^A \partial_A \to \nabla_{\tau} = \tau^A \left( \partial_A + \tilde{\gamma}_A^a \frac{\partial}{\partial \rho^a} \right), \quad (3.3.13) \]

which is a graded derivation of the real graded commutative ring \( \mathcal{A}_E \) (3.3.3) satisfying the Leibniz rule

\[ \nabla_{\tau}(sf) = (\tau ds)f + s\nabla_{\tau}(f), \quad f \in \mathcal{A}_E, \quad s \in C^\infty(\mathbb{Z}). \]

It follows that the splitting (3.3.12) of the exact sequence (3.3.11) yields a connection on the graded commutative \( C^\infty(\mathbb{Z}) \)-ring \( \mathcal{A}_E \) in accordance with Definition 3.2.2 [60]. It is called a graded connection on the simple graded manifold \( (\mathbb{Z}, \mathfrak{g}) \). In particular, this connection provides the corresponding horizontal splitting

\[ u = u^A \partial_A + u_\alpha^a \frac{\partial}{\partial \rho^a} = u^A \left( \partial_A + \tilde{\gamma}_A^a \frac{\partial}{\partial \rho^a} \right) + (u^a - u^A \tilde{\gamma}_A^a) \frac{\partial}{\partial \rho^a} \]

of graded vector fields. In accordance with Theorem 1.1.12, a graded connection (3.3.12) always exists.

**Remark 3.3.3.** By virtue of the isomorphism (3.3.2), any connection \( \gamma \) on a graded manifold \( (\mathbb{Z}, \mathfrak{g}) \), restricted to a splitting domain \( U \), takes the form (3.3.12). Given two splitting domains \( U \) and \( U' \) of \( (\mathbb{Z}, \mathfrak{g}) \) with the transition functions (3.3.6), the connection components \( \gamma_A^a \) obey the transformation law

\[ \tilde{\gamma}_A^a = \gamma_A^b \frac{\partial}{\partial \rho^b} \rho^a + \partial_A \rho^a. \quad (3.3.14) \]

If \( U \) and \( U' \) are the trivialization charts of the same vector bundle \( E \) in Theorem 3.3.1 together with the transition functions (3.3.5), the transformation law (3.3.14) takes the form

\[ \tilde{\gamma}_A^a = \rho^a_b(z) \gamma_A^b + \partial_A \rho^a_b(z)c^b. \quad (3.3.15) \]
3.3. Geometry of graded manifolds

Remark 3.3.4. It should be emphasized that the above notion of a graded connection is a connection on the graded commutative ring $A_E$ seen as a $C^\infty(Z)$-module. It differs from that of a connection on a graded fibre bundle $(Z, \mathfrak{A}) \to (X, \mathcal{B})$ [2]. The latter is a connection on a graded $\mathcal{B}(X)$-module.

Remark 3.3.5. Every linear connection

$$\gamma = dz^A \otimes (\partial_A + \gamma_A^a b^b \partial_a)$$

on a vector bundle $E \to Z$ yields the graded connection

$$\gamma_S = dz^A \otimes \left( \partial_A + \gamma_A^a b^b \frac{\partial}{\partial c^a} \right)$$

(3.3.16)
on the simple graded manifold $(Z, A_E)$ modelled over $E$. In view of Remark 3.3.3, $\gamma_S$ also is a graded connection on the graded manifold $(Z, \mathfrak{A}_E) \cong (Z, A_E)$, but its linear form (3.3.16) is not maintained under the transformation law (3.3.14).

Given the structure ring $A_E$ of graded functions on a simple graded manifold $(Z, A_E)$ and the real Lie superalgebra $\mathfrak{d}A_E$ of its graded derivations, let us consider the graded Chevalley–Eilenberg differential calculus $S^*\left[ E; Z \right] = \mathcal{O}^*[\mathfrak{d}A_E]$ (3.3.17) over $A_E$. Since the graded derivation module $\mathfrak{d}A_E$ is isomorphic to the structure module of sections of the vector bundle $V_E \to Z$, elements of $S^*\left[ E; Z \right]$ are represented by sections of the exterior bundle $\wedge V_E$ of the $A_E$-dual $V_E \to Z$ of $V_E$. The bundle $V_E$ is locally isomorphic to the vector bundle

$$V_E|_U \cong (E^* \oplus T^* Z)|_U.$$  

(3.3.18)

With respect to the dual fibre bases $\{dz^A\}$ for $T^*Z$ and $\{dc^b\}$ for $E^*$, sections of $V_E$ take the coordinate form

$$\phi = \phi_A dz^A + \phi_a dc^a,$$

and transition functions

$$\phi'_a = \rho^{-1b}_a \phi_b, \quad \phi'_A = \phi_A + \rho^{-1b}_a \partial_A (\rho^b_j) \phi_b c^j.$$ 

The duality isomorphism (3.2.11):

$$S^1\left[ E; Z \right] = \mathfrak{d}A_E^*$$

is given by the graded interior product

$$u|\phi = u^A \phi_A + (-1)^{|\phi_A|} u^a \phi_a.$$  

(3.3.19)
Elements of $S^*[E; Z]$ are called graded exterior forms on on the graded manifold $(Z, \mathfrak{A}_E)$.

Seen as an $\mathfrak{A}_E$-algebra, the differential bigraded algebra $S^*[E; Z]$ (3.3.17) on a splitting domain $(U; z^A, c^a)$ is locally generated by the graded one-forms $dz^A$, $dc^a$ such that
\begin{align}
dz^A \wedge dc^a &= \frac{\partial}{\partial c^a} \phi, \\
dc^a \wedge dc^b &= dc^b \wedge dc^a.
\end{align}
Accordingly, the graded Chevalley–Eilenberg coboundary operator $d$ (3.2.7), called the graded exterior differential, reads
\[ d\phi = dz^A \wedge \partial_A \phi + dc^a \wedge \frac{\partial}{\partial c^a} \phi, \]
where the derivatives $\partial_A$, $\partial/\partial c^a$ act on coefficients of graded exterior forms by the formula (3.3.9), and they are graded commutative with the graded forms $dz^A$ and $dc^a$. The formulas (3.2.9) – (3.2.13) hold.

**Theorem 3.3.3.** The differential bigraded algebra $S^*[E; Z]$ (3.3.17) is a minimal differential calculus over $\mathfrak{A}_E$, i.e., it is generated by elements $df$, $f \in \mathfrak{A}_E$.

**Proof.** The proof follows that of Theorem 1.7.5. Since $\mathfrak{d} \mathfrak{A}_E = V_E(Z)$, it is a projective $C^\infty(Z)$- and $\mathfrak{A}_E$-module of finite rank, and so is its $\mathfrak{A}_E$-dual $S^1[E; Z]$. Hence, $\mathfrak{d} \mathfrak{A}_E$ is the $\mathfrak{A}_E$-dual of $S^1[E; Z]$ and, consequently, $S^1[E; Z]$ is generated by elements $df$, $f \in \mathfrak{A}_E$. \[\square\]

The bigraded de Rham complex (3.2.14) of the minimal graded Chevalley–Eilenberg differential calculus $S^*[E; Z]$ reads
\[ 0 \to \mathbb{R} \to \mathfrak{A}_E \xrightarrow{d} S^1[E; Z] \xrightarrow{d} \cdots S^k[E; Z] \xrightarrow{d} \cdots. \]
Its cohomology $H^* (\mathfrak{A}_E)$ is called the de Rham cohomology of a simple graded manifold $(Z, \mathfrak{A}_E)$.

In particular, given the differential graded algebra $\mathcal{O}^*(Z)$ of exterior forms on $Z$, there exist the canonical monomorphism
\[ \mathcal{O}^*(Z) \to S^*[E; Z] \]
and the body epimorphism
\[ S^*[E; Z] \to \mathcal{O}^*(Z) \]
which are cochain morphisms of the de Rham complexes (3.3.21) and (10.9.12).

**Theorem 3.3.4.** The de Rham cohomology of a simple graded manifold $(Z, \mathfrak{A}_E)$ equals the de Rham cohomology of its body $Z$. 

3.4. Grassmann-graded variational bicomplex

**Proof.** Let $\mathcal{A}_E^k$ denote the sheaf of germs of graded $k$-forms on $(Z, \mathcal{A}_E)$. Its structure module is $\mathcal{S}[E; Z]$. These sheaves constitute the complex

$$0 \to \mathcal{R} \longrightarrow \mathcal{A}_E^0 \longrightarrow \mathcal{A}_E^1 \longrightarrow \cdots \mathcal{A}_E^k \longrightarrow \cdots$$

(3.3.23)

Its members $\mathcal{A}_E^k$ are sheaves of $C^\infty_Z$-modules on $Z$, and, consequently, are fine and acyclic. Furthermore, the Poincaré lemma for graded exterior forms holds [10]. It follows that the complex (3.3.23) is a fine resolution of the constant sheaf $\mathcal{R}$ on a manifold $Z$. Then, by virtue of Theorem 10.7.4, there is an isomorphism

$$H^*(\mathcal{A}_E) = H^*(Z; \mathcal{R}) = H^*_{\text{DR}}(Z)$$

(3.3.24)

of the cohomology $H^*(\mathcal{A}_E)$ to the de Rham cohomology $H^*_{\text{DR}}(Z)$ of the smooth manifold $Z$.  

**Corollary 3.3.1.** The cohomology isomorphism (3.3.24) accompanies the cochain monomorphism (3.3.22). Hence, any closed graded exterior form is decomposed into a sum $\phi = \sigma + d\xi$ where $\sigma$ is a closed exterior form on $Z$.

3.4 Grassmann-graded variational bicomplex

As was mentioned above, extending jet formalism to odd variables, we consider graded manifolds of jets of smooth fibre bundles, but not jets of fibred graded manifolds.

**Remark 3.4.1.** To motivate this construction, let us return to the case of even variables in Section 2.1 when $Y \to X$ is a vector bundle. The jet bundles $J^kY \to X$ also are vector bundles. Let $\mathcal{P}_\infty \subset \mathcal{O}_\infty$ be a subalgebra of exterior forms on these bundles whose coefficients are polynomial in their fibre coordinates. In particular, $\mathcal{P}_\infty^0$ is the ring of polynomials of these coordinates with coefficients in the ring $C^\infty(X)$. One can associate to such a polynomial of degree $m$ a section of the symmetric product $\nu(J^kY)^*$ of the dual to some jet bundle $J^kY \to X$, and *vice versa*. Moreover, any element of $\mathcal{P}_\infty^*$ is an element of the Chevalley–Eilenberg differential calculus over $\mathcal{P}_\infty^0$.

Following this example, let us consider a vector bundle $F \to X$ and the simple graded manifolds $(X, \mathcal{A}_{J^rF})$ modelled over the vector bundles.
Grassmann-graded Lagrangian field theory

There is the direct system of the corresponding differential bigraded algebras

\[ S^* [F; X] \longrightarrow S^* [J^1 F; X] \longrightarrow \cdots S^* [J^r F; X] \longrightarrow \cdots \]

of graded exterior forms on graded manifolds \((X, \mathcal{A}_{J^r F})\). Its direct limit \(S^*_\infty [F; X]\) is the Grassmann-graded counterpart of the above mentioned differential graded algebra \(P^*_\infty\).

In order to describe Lagrangian theories both of even and odd fields, let us consider a composite bundle

\[ F \to Y \to X \]  

where \(F \to Y\) is a vector bundle provided with bundle coordinates \((x^\lambda, y^i, q^a)\). We call the simple graded manifold \((Y, \mathcal{A}_F)\) modelled over \(F \to Y\) the composite graded manifold. Let us associate to this graded manifold the following differential bigraded algebra \(S^* \infty [F; Y]\).

It is readily observed that the jet manifold \(J^r F\) of \(F \to X\) is a vector bundle \(J^r F \to J^r Y\) coordinated by \((x^\lambda, y^i_{\Lambda}, q^a_{\Lambda})\), \(0 \leq |\Lambda| \leq r\). Let \((J^r Y, \mathcal{A}_r)\) be a simple graded manifold modelled over this vector bundle. Its local basis is \((x^\lambda, y^i_{\Lambda}, c^a_{\Lambda})\), \(0 \leq |\Lambda| \leq r\). Let

\[ S^*_r [F; Y] = S^*_r [J^r F; J^r Y] \]  

be the bigraded differential algebra of graded exterior forms on the simple graded manifold \((J^r Y, \mathcal{A}_r)\). In particular, there is a cochain monomorphism

\[ O^*_r = O^* (J^r Y) \to S^*_r [F; Y]. \]  

The surjection

\[ \pi^{r+1}_r : J^{r+1} Y \to J^r Y \]

yields an epimorphism of graded manifolds

\[ (\pi^{r+1}_r, \pi^{r+1}_r^* ) : (J^{r+1} Y, \mathcal{A}_{r+1}) \to (J^r Y, \mathcal{A}_r), \]

including the sheaf monomorphism

\[ \overline{\pi}^{r+1}_r : \pi^{r+1}_r \mathcal{A}_r \to \mathcal{A}_{r+1}, \]

where \(\pi^{r+1}_r \mathcal{A}_r\) is the pull-back onto \(J^{r+1} Y\) of the continuous fibre bundle \(\mathcal{A}_r \to J^r Y\). This sheaf monomorphism induces the monomorphism of the canonical presheaves \(\overline{\mathcal{A}}_r \to \overline{\mathcal{A}}_{r+1}\), which associates to each open subset \(U \subset J^{r+1} Y\) the ring of sections of \(\mathcal{A}_r\) over \(\pi^{r+1}_r (U)\). Accordingly, there is a monomorphism of the structure rings

\[ \pi^{r+1}_r : S^0 [F; Y] \to S^0_{r+1} [F; Y]. \]  

(3.4.4)
of graded functions on graded manifolds $(J^rY, \mathfrak{A}_r)$ and $(J^{r+1}Y, \mathfrak{A}_{r+1})$. By virtue of Lemma 3.3.3, the differential calculus $S^*_{r}[F; Y]$ and $S^*_{r+1}[F; Y]$ are minimal. Therefore, the monomorphism (3.4.4) yields a monomorphism of differential bigraded algebras

$$\pi_r^{r+1} : S^*_r[F; Y] \to S^*_{r+1}[F; Y].$$

(3.4.5)

As a consequence, we have the direct system of differential bigraded algebras

$$S^*[F; Y] \xrightarrow{\pi} S^*_1[F; Y] \xrightarrow{\cdot} \cdots S^*_{r-1}[F; Y] \xrightarrow{\pi} S^*_r[F; Y] \xrightarrow{\cdot} \cdots.$$  

(3.4.6)

The differential bigraded algebra $S^*_\infty[F; Y]$ that we associate to the composite graded manifold $(Y, \mathfrak{A}_F)$ is defined as the direct limit

$$S^*_\infty[F; Y] = \lim\rightarrow S^*_r[F; Y]$$

(3.4.7)

of the direct system (3.4.6). It consists of all graded exterior forms $\phi \in S^*[F; J^rY]$ on graded manifolds $(J^rY, \mathfrak{A}_F)$ modulo the monomorphisms (3.4.5). Its elements obey the relations (3.2.9) – (3.2.10).

The cochain monomorphisms $O^*_r \to S^*_r[F; Y]$ (3.4.3) provide a monomorphism of the direct system (1.7.8) to the direct system (3.4.6) and, consequently, the monomorphism

$$O^*_\infty \to S^*_\infty[F; Y]$$

(3.4.8)

of their direct limits. In particular, $S^*_\infty[F; Y]$ is an $O^0_\infty$-algebra. Accordingly, the body epimorphisms

$$S^*_r[F; Y] \to O^*_r$$

yield the epimorphism of $O^0_\infty$-algebras

$$S^*_\infty[F; Y] \to O^*_\infty.$$  

(3.4.9)

It is readily observed that the morphisms (3.4.8) and (3.4.9) are cochain morphisms between the de Rham complex (1.7.10) of the differential graded algebra $O^*_\infty$ (1.7.9) and the de Rham complex

$$0 \to \mathbb{R} \to S^0_\infty[F; Y] \xrightarrow{d} S^1_\infty[F; Y] \xrightarrow{d} \cdots S^k_\infty[F; Y] \xrightarrow{d} \cdots.$$  

(3.4.10)

of the differential bigraded algebra $S^0_\infty[F; Y]$. Moreover, the corresponding homomorphisms of cohomology groups of these complexes are isomorphisms as follows.

**Theorem 3.4.1.** There is an isomorphism

$$H^*(S^*_\infty[F; Y]) = H^*_{DR}(Y)$$

(3.4.11)

of the cohomology $H^*(S^*_\infty[F; Y])$ of the de Rham complex (3.4.10) to the de Rham cohomology $H^*_{DR}(Y)$ of $Y$. 
Proof. The complex (3.4.10) is the direct limit of the de Rham complexes of the differential graded algebras $S^*_r[F;Y]$. Therefore, the direct limit of cohomology groups of these complexes is the cohomology of the de Rham complex (3.4.10) in accordance with Theorem 10.3.2. By virtue of Theorem 3.3.4, cohomology of the de Rham complex of $S^*_r[F;Y]$ equals the de Rham cohomology of $J^rY$ and, consequently, that of $Y$, which is the strong deformation retract of any jet manifold $J^rY$ (see Remark 1.5.1). Hence, the isomorphism (3.4.11) holds. □

Corollary 3.4.1. Any closed graded form $\phi \in S^*_\infty[F;Y]$ is decomposed into the sum $\phi = \sigma + d\xi$ where $\sigma$ is a closed exterior form on $Y$.

One can think of elements of $S^*_\infty[F;Y]$ as being graded differential forms on the infinite order jet manifold $J^\infty Y$. Indeed, let $S^*_r[F;Y]$ be the sheaf of differential bigraded algebras on $J^rY$ and $S^*_\infty[F;Y]$ its canonical presheaf. Then the above mentioned presheaf monomorphisms $A_r \rightarrow A_{r+1}$ yield the direct system of presheaves

$$S^*_r[F;Y] \rightarrow S^*_\infty[F;Y] \rightarrow \cdots$$

whose direct limit $S^*_\infty[F;Y]$ is a presheaf of differential bigraded algebras on the infinite order jet manifold $J^\infty Y$. Let $\Omega^*_r[F;Y]$ be the sheaf of differential bigraded algebras of germs of the presheaf $S^*_\infty[F;Y]$. One can think of the pair $(J^\infty Y, S^*_\infty[F;Y])$ as being a graded Fréchet manifold, whose body is the infinite order jet manifold $J^\infty Y$ and the structure sheaf $\Omega^*_\infty[F;Y]$ is the sheaf of germs of graded functions on graded manifolds $(J^rY, A_r)$. We agree to call $(J^\infty Y, \Omega^*_\infty[F;Y])$ the graded infinite order jet manifold. The structure module $\Omega^*_\infty[F;Y]$ of sections of $\Omega^*_\infty[F;Y]$ is a differential bigraded algebra such that, given an element $\phi \in \Omega^*_\infty[F;Y]$ and a point $z \in J^\infty Y$, there exist an open neighbourhood $U$ of $z$ and a graded exterior form $\phi^{(k)}$ on some finite order jet manifold $J^rY$ so that $\phi|_U = \pi^{\infty*}\phi^{(k)}|_U$. In particular, there is the monomorphism

$$S^*_\infty[F;Y] \rightarrow \Omega^*_\infty[F;Y].$$

Due to this monomorphism, one can restrict $S^*_\infty[F;Y]$ to the coordinate chart (1.7.3) of $J^\infty Y$ and say that $S^*_\infty[F;Y]$ as an $\Omega^*_\infty$-algebra is locally generated by the elements

$$e^A, dx^\lambda, \theta^A = d\theta^A = dx^\lambda, \theta^A, d\theta^A = dy^A - y^A_{\lambda+\Lambda}dx^\lambda, \quad 0 \leq |\Lambda|,$$

where $e^A, \theta^A$ are odd and $dx^\lambda, \theta^A$ are even. We agree to call $(y^A, e^A)$ the local generating basis for $S^*_\infty[F;Y]$. Let the collective symbol $s^A$ stand for its elements. Accordingly, the notation $s^A$ and $\theta^A = ds^A - s^A_{\lambda+\Lambda}dx^\lambda$.
is introduced. For the sake of simplicity, we further denote \([A] = [s^A]\).

**Remark 3.4.2.** Strictly speaking, elements \(y^i\) and \(c^a\) of the generating basis are of different mathematical origin. However, they can be treated on the same level if \(Y \to X\) is an affine bundle and polynomial functions in \(y^i\) are only considered. In this case, the both of them can be seen as locally constant functions of vector bundles \(Y \to X\) and \(F \to X\), respectively (see Remarks 3.3.1 and 3.4.1).

The differential bigraded algebra \(S^*_{\infty}[F; Y]\) is decomposed into \(S^0_{\infty}[F; Y]\)-modules \(S^{k, r}_{\infty}[F; Y]\) of \(k\)-contact and \(r\)-horizontal graded forms together with the corresponding projections

\[
h_k : S^*_{\infty}[F; Y] \to S^{k, r}_{\infty}[F; Y], \quad h^m : S^*_{\infty}[F; Y] \to S^{m}_{\infty}[F; Y].
\]

Accordingly, the graded exterior differential \(d\) on \(S^*_{\infty}[F; Y]\) falls into the sum \(d = d_V + d_H\) of the vertical graded differential

\[
d_V \circ h^m = h^m \circ d \circ h^m, \quad d_V(\phi) = \theta^A \wedge \partial^A \phi, \quad \phi \in S^*_{\infty}[F; Y],
\]

and the total graded differential

\[
d_H \circ h_k = h_k \circ d \circ h_k, \quad d_H \circ h_0 = h_0 \circ d, \quad d_H(\phi) = dx^A \wedge d\lambda(\phi),
\]

where

\[
d\lambda = \partial\lambda + \sum_{0 \leq|\Lambda|} s^A_{\lambda+A} \partial^A \lambda
\]

are the graded total derivatives. These differentials obey the nilpotent relations (1.7.16).

Similarly to the differential graded algebra \(O^*_{\infty}\), the differential bigraded algebra \(S^*_{\infty}[F; Y]\) is provided with the graded projection endomorphism

\[
\rho = \sum_{k>0} \frac{1}{k!} \bar{\gamma} \circ h_k \circ h^n : S^{0, n}_{\infty}[F; Y] \to S^{0, n}_{\infty}[F; Y],
\]

\[
\bar{\gamma}(\phi) = \sum_{0 \leq|\Lambda|} (-1)^{|\Lambda|} \theta^A \wedge [d\lambda(\partial^A \lambda)|\phi]], \quad \phi \in S^{0, n}_{\infty}[F; Y],
\]

such that \(\rho \circ d_H = 0\), and with the nilpotent graded variational operator

\[
\delta = \rho \circ d S^*_{\infty}[F; Y] \to S^{*+1, n}_{\infty}[F; Y]. \tag{3.4.14}
\]

With these operators the differential bigraded algebra \(S^*_{\infty}[F; Y]\) is decomposed into the Grassmann-graded variational bicomplex. We restrict our consideration to its short variational subcomplex

\[
0 \to \mathbb{R} \to S^0_{\infty}[F; Y] \xrightarrow{d_0} S^{0, 1}_{\infty}[F; Y] \cdots \xrightarrow{d_{n-1}} S^{0, n}_{\infty}[F; Y] \xrightarrow{\delta} E_1, \quad E_1 = \rho(S^{1, n}_{\infty}[F; Y]). \tag{3.4.15}
\]
and the subcomplex of one-contact graded forms

\[ 0 \to S^{1,0}_\infty[F;Y] \xrightarrow{d_H} S^{1,1}_\infty[F;Y] \to \cdots \to S^{1,n}_\infty[F;Y] \xrightarrow{\rho} E_1 \to 0. \] (3.4.16)

They possess the following cohomology [59; 144].

**Theorem 3.4.2.** Cohomology of the complex (3.4.15) equals the de Rham cohomology \( H^*_{DR}(Y) \) of \( Y \).

**Theorem 3.4.3.** The complex (3.4.16) is exact.

The proof of these theorems follow that of Theorems 2.1.1 – 2.1.2 (see Section 3.6).

**Remark 3.4.3.** If \( Y \to X \) is an affine bundle, one can consider the subalgebra \( \mathcal{P}^*_\infty[F;Y] \subset S^*_\infty[F;Y] \) of graded differential forms whose coefficients are polynomials in fibre coordinates of \( Y \to X \) and their jets. This subalgebra also is decomposed into the Grassmann-graded variational bicomplex. Following the proof of Theorem 2.1.4, one can show that the cohomology of its short variational subcomplex as like as that of the complex (2.1.22 equals the de Rham cohomology of \( X \).

### 3.5 Lagrangian theory of even and odd fields

Decomposed into the variational bicomplex, the differential bigraded algebra \( S^*_\infty[F;Y] \) describes Grassmann-graded field theory on the composite graded manifold \( (Y, \mathfrak{g}_F) \). Its **graded Lagrangian** is defined as an element

\[ L = \mathcal{L} \omega \in S^{0,n}_\infty[F;Y] \] (3.5.1)

of the graded variational complex (3.4.15). Accordingly, the graded exterior form

\[ \delta L = \theta^A \wedge \mathcal{E}_A \omega = \sum_{0 \leq |A|} (-1)^{|A|} \theta^A \wedge d_A(\partial_A^L \omega) \in E_1 \] (3.5.2)

is said to be its **graded Euler–Lagrange operator**. We agree to call a pair \((S^{0,n}_\infty[F;Y], L)\) the Grassmann-graded Lagrangian system and \( S^*_\infty[F;Y] \) the field system algebra.

The following is a corollary of Theorem 3.4.2.

**Theorem 3.5.1.** Every \( d_H \)-closed graded form \( \phi \in S^{0,m<n}_\infty[F;Y] \) falls into the sum

\[ \phi = h_0 \sigma + d_H \xi, \quad \xi \in S^{0,m-1}_\infty[F;Y], \] (3.5.3)
where \(\sigma\) is a closed \(m\)-form on \(Y\). Any \(\delta\)-closed (i.e., variationally trivial) Grassmann-graded Lagrangian \(L \in \mathcal{S}_{\infty}^{0,n}[F;Y]\) is the sum
\[
L = h_0 \sigma + d_H \xi, \quad \xi \in \mathcal{S}_{\infty}^{0,n-1}[F;Y],
\]
where \(\sigma\) is a closed \(n\)-form on \(Y\).

**Proof.** The complex (3.4.15) possesses the same cohomology as the short variational complex
\[
0 \rightarrow \mathbb{R} \rightarrow \mathcal{O}_{\infty}^{0} \xrightarrow{d_H} \mathcal{O}_{\infty}^{0,1} \xrightarrow{d_H} \cdots \xrightarrow{d_H} \mathcal{O}_{\infty}^{0,n} \xrightarrow{\delta} \mathcal{E}_1
\]
of the differential graded algebra \(\mathcal{O}_{\infty}^{*}\). The monomorphism (3.4.8) and the body epimorphism (3.4.9) yield the corresponding cochain morphisms of the complexes (3.4.15) and (3.5.5). Therefore, cohomology of the complex (3.4.15) is the image of the cohomology of \(\mathcal{O}_{\infty}^{*}\). \(\Box\)

**Corollary 3.5.1.** Any variationally trivial odd Lagrangian is \(d_H\)-exact.

The exactness of the complex (3.4.16) at the term \(\mathcal{S}_{\infty}^{1,n}[F;Y]\) results in the following [59].

**Theorem 3.5.2.** Given a graded Lagrangian \(L\), there is the decomposition
\[
dL = \delta L - d_H \Xi_L, \quad \Xi \in \mathcal{S}_{\infty}^{n-1}[F;Y],
\]
\[
\Xi_L = L + \sum_{s=0}^{\infty} \theta^A_{\nu_s \cdots \nu_1} \wedge F^A_{\lambda \nu_s \cdots \nu_1} \omega^\lambda,
\]
\[
F^\nu k \cdots \nu_1 = \delta^\nu k \cdots \nu_1 L - d_L F^A_{\lambda \nu_s \cdots \nu_1} + \sigma^A_{\nu \kappa \cdots \nu_1}, \quad k = 1, 2, \ldots,
\]
where local graded functions \(\sigma\) obey the relations
\[
\sigma^A_0 = 0, \quad \sigma^A_{(\nu_k \nu_{k-1}) \cdots \nu_1} = 0.
\]
The form \(\Xi_L\) (3.5.7) provides a global Lepage equivalent of a graded Lagrangian \(L\). In particular, one can locally choose \(\Xi_L\) (3.5.7) where all functions \(\sigma\) vanish.

Given a Grassmann-graded Lagrangian system \((\mathcal{S}_{\infty}^{*}[F;Y], L)\), by its infinitesimal transformations are meant contact graded derivations of the real graded commutative ring \(\mathcal{S}_{\infty}^{0}[F;Y]\). They constitute a \(\mathcal{S}_{\infty}^{0}[F;Y]\)-module \(\mathcal{S}_{\infty}^{0}[F;Y]\) which is a real Lie superalgebra with respect to the Lie superbracket (3.2.4).

**Theorem 3.5.3.** The derivation module \(\mathcal{S}_{\infty}^{0}[F;Y]\) is isomorphic to the \(\mathcal{S}_{\infty}^{0}[F;Y]\)-dual \((\mathcal{S}_{\infty}^{0}[F;Y])^*\) of the module of graded one-forms \(\mathcal{S}_{\infty}^{1}[F;Y]\). It follows that the differential bigraded algebra \(\mathcal{S}_{\infty}^{*}[F;Y]\) is minimal differential calculus over the real graded commutative ring \(\mathcal{S}_{\infty}^{0}[F;Y]\).
The proof of this theorem is a repetition of that of Theorem 1.7.5. Let \( \vartheta \phi, \vartheta \in \mathcal{d}S^0_{\infty}[F;Y] \), \( \phi \in S^\ast_{\infty}[F;Y] \), denote the corresponding interior product. Extended to the differential bigraded algebra \( S^\ast_{\infty}[F;Y] \), it obeys the rule

\[
\vartheta[(\phi \wedge \sigma)] = \vartheta(\phi) \wedge \sigma + (\vartheta \phi) \wedge \vartheta(\sigma), \quad \phi, \sigma \in S^\ast_{\infty}[F;Y].
\]

Restricted to a coordinate chart (1.7.3) of \( J^\infty Y \), the algebra \( S^\ast_{\infty}[F;Y] \) is a free \( S^0_{\infty}[F;Y] \)-module generated by one-forms \( dx^\lambda, \theta^A \Lambda^\Lambda \). Due to the isomorphism stated in Theorem 3.5.3, any graded derivation \( \vartheta \) takes the local form

\[
\vartheta = \vartheta^\lambda \partial_\lambda + \vartheta^A \partial_A + \sum_{0 < |\Lambda|} \vartheta^\Lambda_{\Lambda} \partial_{\Lambda A}, \tag{3.5.8}
\]

where

\[
\vartheta^\Lambda_{\Lambda} dy^B = \delta^B_A \delta^\Lambda_{\Sigma}.
\]

Every graded derivation \( \vartheta \) (3.5.8) yields the graded Lie derivative

\[
\mathbf{L}_\vartheta \phi = \vartheta[d \phi + d(\vartheta) \phi], \quad \phi \in S^\ast_{\infty}[F;Y],
\]

\[
\mathbf{L}_\vartheta(\phi \wedge \sigma) = \mathbf{L}_\vartheta(\phi) \wedge \sigma + (\vartheta \phi) \wedge \mathbf{L}_\vartheta(\sigma),
\]

of the differential bigraded algebra \( S^\ast_{\infty}[F;Y] \). A graded derivation \( \vartheta \) (3.5.8) is called contact if the Lie derivative \( \mathbf{L}_\vartheta \) preserves the ideal of contact graded forms of the differential bigraded algebra \( S^\ast_{\infty}[F;Y] \).

**Lemma 3.5.1.** With respect to the local generating basis \( (s^A) \) for the differential bigraded algebra \( S^\ast_{\infty}[F;Y] \), any its contact graded derivation takes the form

\[
\vartheta = \nu_H + \nu_V = \nu^\lambda d_\lambda + [\nu^A \partial_A + \sum_{|\Lambda| > 0} d_\Lambda(\nu^A - s^A_{\mu} \nu^\mu) \partial_{\Lambda A}], \tag{3.5.9}
\]

where \( \nu_H \) and \( \nu_V \) denote the horizontal and vertical parts of \( \vartheta \).

The proof is similar to that of the formula (2.2.1). A glance at the expression (3.5.9) shows that a contact graded derivation \( \vartheta \) as an infinite order jet prolongation of its restriction

\[
v = \nu^\lambda \partial_\lambda + \nu^A \partial_A \tag{3.5.10}
\]

to the graded commutative ring \( S^0[F;Y] \). We call \( v \) (3.5.10) the generalized graded vector field. It is readily justified the following (see Lemma 2.2.5).
Lemma 3.5.2. Any vertical contact graded derivation
\[ \vartheta = v^A \partial_A + \sum_{|A| > 0} d_A v^A \partial_A \] (3.5.11)
satisfies the relations
\[ \vartheta \lhd d_H \phi = -d_H (\vartheta \lhd \phi), \] (3.5.12)
\[ L_\vartheta (d_H \phi) = d_H (L_\vartheta \phi) \] (3.5.13)
for all \( \phi \in S^\infty [F; Y] \).

Then the forthcoming assertions are the straightforward generalizations of Theorem 2.2.1, Lemma 2.2.3 and Theorem 2.2.2.

A corollary of the decomposition (3.5.6) is the \textit{first variational formula} for a graded Lagrangian \cite{13; 59}.

Theorem 3.5.4. The Lie derivative of a graded Lagrangian along any contact graded derivation (3.5.9) obeys the first variational formula
\[ L_\vartheta L = v_V \lhd \delta L + d_H (h_0 (\vartheta \lhd \Xi_L)) + d_V (v_H \lhd \omega) L, \] (3.5.14)
where \( \Xi_L \) is the Lepage equivalent (3.5.7) of \( L \).

A contact graded derivation \( \vartheta \) (3.5.9) is called a \textit{variational symmetry} (strictly speaking, a \textit{variational supersymmetry}) of a graded Lagrangian \( L \) if the Lie derivative \( L_\vartheta L \) is \( d_H \)-exact, i.e.,
\[ L_\vartheta L = d_H \sigma. \] (3.5.15)

Lemma 3.5.3. A glance at the expression (3.5.14) shows the following.
(i) A contact graded derivation \( \vartheta \) is a variational symmetry only if it is projected onto \( X \).
(ii) Any projectable contact graded derivation is a variational symmetry of a variationally trivial graded Lagrangian. It follows that, if \( \vartheta \) is a variational symmetry of a graded Lagrangian \( L \), it also is a variational symmetry of a Lagrangian \( L + L_0 \), where \( L_0 \) is a variationally trivial graded Lagrangian.
(iii) A contact graded derivations \( \vartheta \) is a variational symmetry if and only if its vertical part \( v_V \) (3.5.9) is well.
(iv) It is a variational symmetry if and only if the graded density \( v_V \lhd \delta L \) is \( d_H \)-exact.
Variational symmetries of a graded Lagrangian $L$ constitute a real vector subspace $G_L$ of the graded derivation module $\mathcal{A}S^0_\infty[F;Y]$. By virtue of item (ii) of Lemma 3.5.3, the Lie superbracket

$$L_{[\vartheta,\vartheta']} = [L_{\vartheta}, L_{\vartheta'}]$$

of variational symmetries is a variational symmetry and, therefore, their vector space $G_L$ is a real Lie superalgebra.

A corollary of the first variational formula (3.5.14) is the first Noether theorem for graded Lagrangians.

**Theorem 3.5.5.** If a contact graded derivation $\vartheta$ (3.5.9) is a variational symmetry (3.5.15) of a graded Lagrangian $L$, the first variational formula (3.5.14) restricted to $\text{Ker} \delta L$ leads to the weak conservation law

$$0 \approx d_H (h_0 (\vartheta \Xi_L) - \sigma).$$

A vertical contact graded derivation $\vartheta$ (3.5.11) is said to be nilpotent if

$$L_{\vartheta} (\vartheta \phi) = \sum_{0 \leq |\Sigma|, 0 \leq |\Lambda|} (\nu^B_{\Sigma} \partial^B_{\Sigma} (\nu^A_{\Lambda})) \partial^A_{\Lambda} + (-1)^{|s_B||s_A|} \nu^B_{\Sigma} \nu^A_{\Lambda} \partial^B_{\Sigma} \partial^A_{\Lambda} \phi = 0$$

for any horizontal graded form $\phi \in S^0_{\infty}$. 

**Lemma 3.5.4.** A vertical contact graded derivation (3.5.11) is nilpotent only if it is odd and if and only if the equality

$$L_{\vartheta} (\nu^A) = \sum_{0 \leq |\Sigma|} \nu^B_{\Sigma} \partial^B_{\Sigma} (\nu^A) = 0$$

holds for all $\nu^A$.

**Proof.** There is the relation

$$d_\lambda \circ \nu^A_{\lambda} \partial^A_{\lambda} = \nu^A_{\lambda} \partial^A_{\lambda} \circ d_\lambda,$$

similar to that (2.2.9). Then the result follows from the equality (3.5.17) where one puts $\phi = s^A$ and $\phi = s^A s^B$. 

For the sake of brevity, the common symbol $\nu$ further stands for a generalized graded vector field $\nu$, the contact graded derivation $\vartheta$ determined by $\nu$, and the Lie derivative $L_{\vartheta}$.

**Remark 3.5.1.** For the sake of convenience, right derivations

$$\bar{\nu} = \bar{\partial} \nu^A$$

(3.5.19)
also are considered. They act on graded functions and differential forms \( \phi \) on the right by the rules

\[
\begin{align*}
\widetilde{\nu}(\phi) &= d\phi_0 + d(\phi_0) \\
\widetilde{\nu}(\phi \wedge \phi') &= (-1)^{[\phi']} \widetilde{\nu}(\phi) \wedge \phi' + \phi \wedge \widetilde{\nu}(\phi') \\
\theta_{A\Lambda} \sum B &= \delta_B \delta_A^\Sigma
\end{align*}
\]

One associates to any graded right derivation \( \widetilde{\nu} \) (3.5.19) the left one

\[
\begin{align*}
v^l &= (-1)^{[\nu]_A} \nu^A \theta_A, \\
v^l(f) &= (-1)^{[\nu][f]} \nu(f), \quad f \in \mathcal{S}_n^0[R; Y].
\end{align*}
\]

### 3.6 Appendix. Cohomology of the Grassmann-graded variational bicomplex

The proof of Theorem 3.4.2 follows the scheme of the proof of Theorem 2.1.1 [59; 144]. It falls into the three steps.

(I) We start with showing that the complexes (3.4.15) – (3.4.16) are locally exact.

**Lemma 3.6.1.** If

\[ Y = \mathbb{R}^{n+k} \to \mathbb{R}^n, \]

the complex (3.4.15) is acyclic.

**Proof.** Referring to [9] for the proof, we summarize a few formulas. Any horizontal graded form \( \phi \in \mathcal{S}_\infty^{0,*} \) admits the decomposition

\[
\phi = \phi_0 + \tilde{\phi}, \quad \tilde{\phi} = \int_0^1 \frac{d\lambda}{\lambda} \sum_{0 \leq |\Lambda|} s_A^\Lambda \theta_A \phi,
\]

where \( \phi_0 \) is an exterior form on \( \mathbb{R}^{n+k} \). Let \( \phi \in \mathcal{S}_\infty^{0,m<n} \) be \( d_H \)-closed. Then its component \( \phi_0 \) (3.6.1) is an exact exterior form on \( \mathbb{R}^{n+k} \) and \( \tilde{\phi} = d_H \xi \), where \( \xi \) is given by the following expressions. Let us introduce the operator

\[
D^\nu \tilde{\phi} = \int_0^1 \frac{d\lambda}{\lambda} \sum_{0 \leq k} k! \delta^\nu_{(\mu_1} \delta^\nu_{\mu_2} \cdots \delta^\nu_{\mu_k)} \lambda s_A^{(\alpha_1 \cdots \alpha_{k-1})} (x^{\mu} \lambda A dx^\mu),
\]

The relation

\[
[D^\nu, d_\mu] \tilde{\phi} = \delta_\nu^\mu \tilde{\phi}
\]
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holds, and it leads to the desired expression

$$\xi = \sum_{k=0}^{n-m-1} \frac{(n-m-k)!}{(n-m+k)!} D^{\nu} P_k \partial_{\nu} \tilde{\phi}, \quad (3.6.3)$$

$$P_0 = 1, \quad P_k = d_{\nu_1} \cdots d_{\nu_k} D^{\nu_1} \cdots D^{\nu_k}.$$ 

Now let $\phi \in S^{0,n}_0$ be a graded density such that $\delta \phi = 0$. Then its component $\phi_0 (3.6.1)$ is an exact $n$-form on $\mathbb{R}^{n+k}$ and $\bar{\phi} = d_H \xi$, where $\xi$ is given by the expression

$$\xi = \sum_{|\Lambda| \geq 0} \sum_{\Sigma + \Xi = \Lambda} (-1)^{|\Sigma|} s^A_{\Lambda} d\xi^{\Lambda + \Sigma + \Xi} \tilde{\omega}_{\mu} \phi_{\mu}.$$ 

(3.6.4)

Since elements of $S^*_\infty$ are polynomials in $s^A_{\Lambda}$, the sum in the expression (3.6.3) is finite. However, this expression contains a $d_H$-exact summand which prevents its extension to $O^*_\infty$. In this respect, we also quote the homotopy operator (5.107) in [123] which leads to the expression

$$\xi = \int_0^1 I(\phi)(x^\mu, \lambda s^A_{\Lambda}, dx^\mu) \frac{d\lambda}{\lambda}, \quad (3.6.5)$$

where $\Lambda = \Lambda_1^1 \cdots \Lambda_{n-1}^1$, and $\Lambda_{\mu}$ denotes the number of occurrences of the index $\mu$ in $\Lambda$ [123]. The graded forms (3.6.4) and (3.6.5) differ in a $d_H$-exact graded form.

\[ \square \]

Lemma 3.6.2. If $Y = \mathbb{R}^{n+k} \to \mathbb{R}^n$, the complex (3.4.16) is exact.

Proof. The fact that a $d_H$-closed graded $(1,m)$-form $\phi \in S^{1,m}_{\infty} \leq n$ is $d_H$-exact is derived from Lemma 3.6.1 as follows. We write

$$\phi = \sum \phi^A_{\Lambda} \wedge \theta^A_{\Lambda}, \quad (3.6.6)$$

where $\phi^A_{\Lambda} \in S^0_{\infty}$. Let us introduce additional variables $\pi^A_{\Lambda}$ of the same Grassmann parity as $s^A_{\Lambda}$. Then one can associate to each graded $(1,m)$-form $\phi$ (3.6.6) a unique horizontal graded $m$-form

$$\tilde{\phi} = \sum \phi^A_{\Lambda} \pi^A_{\Lambda}, \quad (3.6.7)$$
whose coefficients are linear in the variables \( \pi_A^\Lambda \), and vice versa. Let us consider the modified total differential
\[
\overline{d}_H = d_H + dx^\Lambda \wedge \sum_{0 < |\Lambda|} \pi_A^\Lambda \overline{\sigma}_A,
\]
acting on graded forms (3.6.7), where \( \overline{\sigma}_A \) is the dual of \( d\pi_A^\Lambda \). Comparing the equality
\[
\overline{d}_H \pi_A^\Lambda = dx^\Lambda \pi_A^\Lambda
\]
and the last equality (2.2.8), one can easily justify that
\[
\overline{d}_H \phi = \overline{d}_H \overline{\phi}.
\]
Let a graded \((1, m)\)-form \( \phi \) (3.6.6) be \( d_H \)-closed. Then the associated horizontal graded \( m \)-form \( \overline{\phi} \) (3.6.7) is \( d_H \)-closed and, by virtue of Lemma 3.6.1, it is \( d_H \)-exact, i.e., \( \overline{\phi} = d_H \overline{\xi} \), where \( \overline{\xi} \) is a horizontal graded \((m - 1)\)-form given by the expression (3.6.3) depending on additional variables \( \pi_A^\Lambda \). A glance at this expression shows that, since \( \overline{\phi} \) is linear in the variables \( \pi_A^\Lambda \), so is
\[
\overline{\xi} = \sum \xi_A^\Lambda \pi_A^\Lambda.
\]
It follows that \( \phi = d_H \xi \), where
\[
\xi = \sum \xi_A^\Lambda \wedge \theta_A^\Lambda.
\]
It remains to prove the exactness of the complex (3.4.16) at the last term \( E_1 \). If
\[
\varrho(\sigma) = \sum_{0 \leq |\Lambda|} (-1)^{|\Lambda|} \theta_A^\Lambda \wedge [d_A (\partial_A^\Lambda) \sigma] =
\sum_{0 \leq |\Lambda|} (-1)^{|\Lambda|} \theta_A^\Lambda \wedge [d_A \sigma_A^\Lambda] \omega = 0, \quad \sigma \in S_1^{1, n},
\]
a direct computation gives
\[
\sigma = d_H \xi, \quad \xi = - \sum_{0 \leq |\Lambda|} \sum_{\Sigma + \Xi = \Lambda} (-1)^{|\Sigma|} \theta_A^\Sigma \wedge d\Sigma \sigma_A^\Lambda \omega_\mu. \quad (3.6.8)
\]

**Remark 3.6.1.** The proof of Lemma 3.6.2 fails to be extended to complexes of higher contact forms because the products \( \theta_A^\Lambda \wedge \theta_B^\Sigma \) and \( \pi_A^\Lambda \pi_B^\Sigma \) obey different commutation rules.
(II) Let us now prove Theorem 3.4.2 for the differential bigraded algebra \( Q^*_\infty[F;Y] \). Similarly to \( S^*_\infty[F;Y] \), the sheaf \( Q^*_\infty[F;Y] \) and the differential bigraded algebra \( Q^*_\infty[F;Y] \) are decomposed into the Grassmann-graded variational bicomplexes. We consider their subcomplexes

\[
0 \to \mathbb{R} \to \Omega^0_\infty[F;Y] \xrightarrow{d_H} \Omega^{0,1}_\infty[F;Y] \to \cdots \tag{3.6.9}
\]

\[
d_H : \Omega^0_\infty[F;Y] \to \Omega^{0,1}_\infty[F;Y], \quad E_1 = \varrho(\Omega^{1,0}_\infty[F;Y]),
\]

\[
0 \to \Omega^{1,0}_\infty[F;Y] \xrightarrow{d_H} \Omega^{1,1}_\infty[F;Y] \to \cdots \tag{3.6.10}
\]

\[
d_H : \Omega^{1,0}_\infty[F;Y] \to \Omega^{1,1}_\infty[F;Y], \quad E_1 \to 0,
\]

\[
0 \to \mathbb{R} \to \mathfrak{Q}^0_\infty[F;Y] \xrightarrow{\varrho} \mathfrak{Q}^{0,1}_\infty[F;Y] \to \cdots \tag{3.6.11}
\]

\[
d_H : \mathfrak{Q}^0_\infty[F;Y] \to \mathfrak{Q}^{0,1}_\infty[F;Y], \quad \delta \to \Gamma(E_1),
\]

\[
0 \to \mathfrak{Q}^{1,0}_\infty[F;Y] \xrightarrow{d_H} \mathfrak{Q}^{1,1}_\infty[F;Y] \to \cdots \tag{3.6.12}
\]

\[
d_H : \mathfrak{Q}^{1,0}_\infty[F;Y] \to \mathfrak{Q}^{1,1}_\infty[F;Y], \quad \varrho \to \Gamma(E_1) \to 0.
\]

By virtue of Lemmas 3.6.1 and 3.6.2, the complexes (3.6.9) – (3.6.10) are acyclic. The terms \( \Omega^*_\infty[F;Y] \) of the complexes (3.6.9) – (3.6.10) are sheaves of \( \Omega^0_\infty \)-modules. Since \( J^\infty Y \) admits the partition of unity just by elements of \( \Omega^0_\infty \), these sheaves are fine and, consequently, acyclic. By virtue of abstract de Rham Theorem 10.7.4, cohomology of the complex (3.6.11) equals the cohomology of \( J^\infty Y \) with coefficients in the constant sheaf \( \mathbb{R} \) and, consequently, the de Rham cohomology of \( Y \) in accordance with the isomorphisms (1.5.5). Similarly, the complex (3.6.12) is proved to be exact.

(III) It remains to prove that cohomology of the complexes (3.4.15) – (3.4.16) equals that of the complexes (3.6.11) – (3.6.12). The proof of this fact straightforwardly follows the proof of Theorem 2.1.1, and it is a slight modification of the proof of [59], Theorem 4.1, where graded exterior forms on the infinite order jet manifold \( J^\infty Y \) of an affine bundle are treated as those on \( X \).
Chapter 4

Lagrangian BRST theory

Quantization of Lagrangian field theory essentially depends on its degeneracy characterized by a set of non-trivial reducible Noether identities [9; 15; 63]. However, any Euler–Lagrange operator satisfies Noether identities which therefore must be separated into the trivial and non-trivial ones. These Noether identities can obey first-stage Noether identities, which in turn are subject to the second-stage ones, and so on. Thus, there is a hierarchy of Noether and higher-stage Noether identities which also are separated into the trivial and non-trivial ones. In accordance with general analysis of Noether identities of differential operators (see Section 4.5), if certain conditions hold, one can associate to a Grassmann-graded Lagrangian system the exact antifield Koszul–Tate complex possessing the boundary operator whose nilpotentness is equivalent to all non-trivial Noether and higher-stage Noether identities [14; 15].

It should be noted that the notion of higher-stage Noether identities has come from that of reducible constraints. The Koszul–Tate complex of Noether identities has been invented similarly to that of constraints under the condition that Noether identities are locally separated into independent and dependent ones [9; 44]. This condition is relevant for constraints, defined by a finite set of functions which the inverse mapping theorem is applied to. However, Noether identities unlike constraints are differential equations. They are given by an infinite set of functions on a Fréchet manifold of infinite order jets where the inverse mapping theorem fails to be valid. Therefore, the regularity condition for the Koszul–Tate complex of constraints is replaced with homology regularity Condition 4.1.1) in order to construct the Koszul–Tate complex of Noether identities.

The inverse second Noether theorem formulated in homology terms as-
sociates to this Koszul–Tate complex the cochain sequence of ghosts with the ascent operator, called the gauge operator, whose components are non-trivial gauge and higher-stage gauge symmetries of Lagrangian field theory (see Section 4.2).

The gauge operator unlike the Koszul–Tate one is not nilpotent, unless gauge symmetries are Abelian. This is the cause why an intrinsic definition of non-trivial gauge and higher-stage gauge symmetries meets difficulties. Another problem is that gauge symmetries need not form an algebra [48; 61; 63]. Therefore, we replace the notion of the algebra of gauge symmetries with some conditions on the gauge operator. Gauge symmetries are said to be algebraically closed if the gauge operator admits a nilpotent extension, called the BRST operator (see Section 4.3).

If the BRST operator exists, the cochain sequence of ghosts is brought into the BRST complex. The Koszul–Tate and BRST complexes provide the BRST extension of original Lagrangian field theory by ghosts and antifields (see Section 4.4). This BRST extension is a first step towards quantization of classical field theory in terms of functional integrals [9; 63].

4.1 Noether identities. The Koszul–Tate complex

Let \((S^*\infty[F;Y], L)\) be a Grassmann-graded Lagrangian system. Describing its Noether identities, we follow the general analysis of Noether identities of differential operators on fibre bundles in Section 4.5.

Without a lose of generality, let a Lagrangian \(L\) be even. Its Euler–Lagrange operator \(\delta L \ (3.5.2)\) is assumed to be at least of order 1 in order to guarantee that transition functions of \(Y\) do not vanish on-shell. This Euler–Lagrange operator \(\delta L \in \mathcal{E}_1 \subset \mathcal{S}^{1,n}_\infty[F;Y]\) takes its values into the graded vector bundle

\[
\nabla F = V^*F \otimes_\mathbb{F} \wedge T^*X \rightarrow F,
\]

(4.1.1)

where \(V^*F\) is the vertical cotangent bundle of \(F \rightarrow X\). It however is not a vector bundle over \(Y\). Therefore, we restrict our consideration to the case of a pull-back composite bundle \(F \ (3.4.1)\) that is

\[
F = Y \times_X F^1 \rightarrow Y \rightarrow X,
\]

(4.1.2)

where \(F^1 \rightarrow X\) is a vector bundle. Let us introduce the following notation.
4.1. Noether identities. The Koszul–Tate complex

**Notation 4.1.1.** Given the vertical tangent bundle $VE$ of a fibre bundle $E \to X$, by its *density-dual bundle* is meant the fibre bundle

$$\nabla E = V^*E \otimes^n_T X.$$  

(4.1.3)

If $E \to X$ is a vector bundle, we have

$$\nabla E = E \times_X E, \quad \overline{E} = E^* \otimes^n_X T^* X,$$

(4.1.4)

where $E$ is called the *density-dual* of $E$. Let

$$E = E^0 \oplus E^1$$

be a *graded vector bundle* over $X$. Its *graded density-dual* is defined to be

$$\overline{E} = E^1 \oplus \overline{E}^0.$$

In these terms, we treat the composite bundle $F$ (3.4.1) as a graded vector bundle over $Y$ possessing only odd part. The density-dual $\nabla F$ (4.1.3) of the vertical tangent bundle $VF$ of $F \to X$ is $\nabla F$ (4.1.1). If $F$ (3.4.1) is the pull-back bundle (4.1.2), then

$$\nabla F = (\overline{F}^1 \oplus \overline{V}^* Y \otimes_{\overline{Y}}^n \overline{T}^* X) \oplus F^1$$

(4.1.5)

is a graded vector bundle over $Y$. Given a graded vector bundle

$$E = E^0 \oplus E^1$$

over $Y$, we consider the composite bundle

$$E \to E^0 \to X$$

and the differential bigraded algebra (3.4.7):

$$\mathcal{P}_\infty^*[E; Y] = S_\infty^*[E; E^0].$$  

(4.1.6)

**Lemma 4.1.1.** One can associate to any Grassmann-graded Lagrangian system $(S_\infty^*[F; Y], L)$ the chain complex (4.1.8) whose one-boundaries vanish on-shell.

**Proof.** Let us consider the density-dual $\nabla F$ (4.1.5) of the vertical tangent bundle $VF \to F$, and let us enlarge the original field system algebra $S_\infty^*[F; Y]$ to the differential bigraded algebra $\mathcal{P}_\infty^*[\nabla F; Y]$ (4.1.6) with the local generating basis

$$\{s^A, \tau_A\}, \quad [\tau_A] = ([A] + 1) \text{ mod } 2.$$
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Following the terminology of Lagrangian BRST theory [9; 63], we agree
to call its elements \( \bar{\sigma}_A \) the antifields of antifield number \( \text{Ant}[\bar{\sigma}_A] = 1 \). The
differential bigraded algebra \( P^*_\infty[\bar{V}\bar{F}; Y] \) is endowed with the nilpotent right
graded derivation
\[
\bar{\delta} = \partial^A E_A,
\]
where \( E_A \) are the variational derivatives (3.5.2). Then we have the chain
complex
\[
0 \to \text{Im} \bar{\delta} \to P^0_\infty[\bar{V}\bar{F}; Y] \to P^1_\infty[\bar{V}\bar{F}; Y] \to 0
\]
(4.1.8)
of graded densities of antifield number \( \leq 2 \). Its one-boundaries \( \bar{\delta}\Phi, \Phi \in P^0_\infty[\bar{V}\bar{F}; Y] \), by very definition, vanish on-shell.

Any one-cycle
\[
\Phi = \sum_{0 \leq |\Lambda|} \Phi^{A,\Lambda} \bar{\sigma}_{\Lambda A} \omega \in P^0_\infty[\bar{V}\bar{F}; Y]
\]
(4.1.9)
of the complex (4.1.8) is a differential operator on the bundle \( \bar{V}\bar{F} \) such that it is linear on fibres of \( \bar{V}\bar{F} \to F \) and its kernel contains the graded
Euler–Lagrange operator \( \delta L \) (3.5.2), i.e.,
\[
\bar{\delta}\Phi = 0, \quad \sum_{0 \leq |\Lambda|} \Phi^{A,\Lambda} d\Lambda E_A \omega = 0.
\]
(4.1.10)

In accordance with Definition 4.5.1, the one-cycles (4.1.9) define the
Noether identities (4.1.10) of the Euler–Lagrange operator \( \delta L \), which we
agree to call Noether identities of the Grassmann-graded Lagrangian system
\( (S^*_\infty[F; Y], L) \).

In particular, one-chains \( \Phi \) (4.1.9) are necessarily Noether identities if
they are boundaries. Therefore, these Noether identities are called trivial.

They are of the form
\[
\Phi = \sum_{0 \leq |\Lambda|, |\Sigma|} T^{(A\Lambda)(B\Sigma)} d\Sigma E_B \bar{\sigma}_{\Lambda A} \omega,
\]
\[
T^{(A\Lambda)(B\Sigma)} = -(-1)^{|A||B|} T^{(B\Sigma)(A\Lambda)}.
\]

Accordingly, non-trivial Noether identities modulo the trivial ones are as-
associated to elements of the first homology \( H_1(\bar{\delta}) \) of the complex (4.1.8). A
Lagrangian \( L \) is called degenerate if there are non-trivial Noether identities.

Non-trivial Noether identities can obey first-stage Noether identities.

In order to describe them, let us assume that the module \( H_1(\bar{\delta}) \) is finitely
generated. Namely, there exists a graded projective $C^\infty(X)$-module $C(0) \subset H_1(\overline{\delta})$ of finite rank possessing a local basis \{\(\Delta_r \omega\)\}:

\[
\Delta_r \omega = \sum_{0 \leq |\Lambda|} \Delta_r^{A,\Lambda} \pi_{\Lambda A} \omega, \quad \Delta_r^{A,\Lambda} \in \mathcal{S}_\infty^0[F; Y],
\] (4.1.11)

such that any element \(\Phi \in H_1(\overline{\delta})\) factorizes as

\[
\Phi = \sum_{0 \leq |\Xi|} \Phi^{r,\Xi} d_{\Xi} \Delta_r \omega, \quad \Phi^{r,\Xi} \in \mathcal{S}_\infty^0[F; Y],
\] (4.1.12)

through elements (4.1.11) of $C(0)$. Thus, all non-trivial Noether identities (4.1.10) result from the Noether identities

\[
\overline{\delta} \Delta_r = \sum_{0 \leq |\Lambda|} \Delta_r^{A,\Lambda} d_{\Lambda} E_A = 0,
\] (4.1.13)

called the complete Noether identities. Clearly, the factorization (4.1.12) is independent of specification of a local basis \{\(\Delta_r \omega\)\}. Note that, being representatives of $H_1(\overline{\delta})$, the graded densities $\Delta_r \omega$ (4.1.11) are not \(\overline{\delta}\)-exact.

A Lagrangian system whose non-trivial Noether identities are finitely generated is called finitely degenerate. Hereafter, degenerate Lagrangian systems only of this type are considered.

**Lemma 4.1.2.** If the homology $H_1(\overline{\delta})$ of the complex (4.1.8) is finitely generated in the above mentioned sense, this complex can be extended to the one-exact chain complex (4.1.16) with a boundary operator whose nilpotency conditions are equivalent to the complete Noether identities (4.1.13).

**Proof.** By virtue of Serre–Swan Theorem 3.3.2, the graded module $C(0)$ is isomorphic to a module of sections of the density-dual $\overline{E}_0$ of some graded vector bundle $E_0 \to X$. Let us enlarge $P_\infty^*[VF; Y]$ to the differential bi-graded algebra

\[
\overline{P}_\infty\{0\} = P_\infty^*[VF] \oplus \overline{E}_0; Y
\] (4.1.14)

possessing the local generating basis \(s^A, \pi_A, \pi_r\) where \(\pi_r\) are Noether antifields of Grassmann parity

\[
[\pi_r] = (|\Delta_r| + 1) \mod 2
\]

and antifield number $\text{Ant}[\pi_r] = 2$. The differential bi-graded algebra (4.1.14) is provided with the odd right graded derivation

\[
\delta_0 = \overline{\delta} + \overline{\Theta} \Delta_r
\] (4.1.15)
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which is nilpotent if and only if the complete Noether identities (4.1.13) hold. Then \( \delta_0 \) (4.1.15) is a boundary operator of the chain complex

\[
0 \leftarrow \text{Im} \delta \leftarrow \mathcal{P}_{\infty}^{0, n} \left[ \mathcal{V} \mathcal{F}; \mathcal{Y} \right]_1 \leftarrow \mathcal{P}_{\infty}^{0, n} \{0\}_2 \leftarrow \mathcal{P}_{\infty}^{0, n} \{0\}_3
\]

(4.1.16)
of graded densities of antifield number \( \leq 3 \). Let \( H_\ast(\delta_0) \) denote its homology. We have

\[
H_0(\delta_0) = H_0(\delta) = 0.
\]

Furthermore, any one-cycle \( \Phi \) up to a boundary takes the form (4.1.12) and, therefore, it is a \( \delta_0 \)-boundary

\[
\Phi = \sum_{0 \leq |\Sigma|} \Phi^{r, \Sigma} d_{\Sigma} \Delta_{\Sigma} \omega = \delta_0 \left( \sum_{0 \leq |\Sigma|} \Phi^{r, \Sigma} d_{\Sigma} \omega \right).
\]

Hence, \( H_1(\delta_0) = 0 \), i.e., the complex (4.1.16) is one-exact. \( \square \)

Let us consider the second homology \( H_2(\delta_0) \) of the complex (4.1.16). Its two-chains read

\[
\Phi = G + H = \sum_{0 \leq |A|} G^{r, A} \tau_{A} \omega + \sum_{0 \leq |A|, |\Sigma|} H^{(A, A)(\Sigma)} \tau_{A} \tau_{\Sigma} \omega.
\]

(4.1.17)

Its two-cycles define the first-stage Noether identities

\[
\delta_0 \Phi = 0, \quad \sum_{0 \leq |A|} G^{r, A} d_{A} \Delta_{A} \omega = -\bar{\delta} H.
\]

(4.1.18)

Conversely, let the equality (4.1.18) hold. Then it is a cycle condition of the two-chain (4.1.17).

**Remark 4.1.1.** Note that this definition of first-stage Noether identities is independent on specification of a generating module \( \mathcal{C}(0) \). Given a different one, there exists a chain isomorphism between the corresponding complexes (4.1.16).

The first-stage Noether identities (4.1.18) are trivial either if a two-cycle \( \Phi \) (4.1.17) is a \( \delta_0 \)-boundary or its summand \( G \) vanishes on-shell. Therefore, non-trivial first-stage Noether identities fails to exhaust the second homology \( H_2(\delta_0) \) the complex (4.1.16) in general.

**Lemma 4.1.3.** Non-trivial first-stage Noether identities modulo the trivial ones are identified with elements of the homology \( H_2(\delta_0) \) if and only if any \( \bar{\delta} \)-cycle \( \phi \in \mathcal{P}_{\infty}^{0, n} \{0\}_2 \) is a \( \delta_0 \)-boundary.
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Proof. It suffices to show that, if the summand $G$ of a two-cycle $\Phi$ (4.1.17) is $\delta$-exact, then $\Phi$ is a boundary. If $G = \delta \Psi$, let us write

$$\Phi = \delta_0 \Psi + (\delta - \delta_0) \Psi + H.$$  \hspace{1cm} (4.1.19)

Hence, the cycle condition (4.1.18) reads

$$\delta_0 \Phi = \delta_0 ((\delta - \delta_0) \Psi + H) = 0.$$  

Since any $\delta$-cycle $\phi \in P^{0,n}_{\infty \{0\}}$ is $\delta_0$-exact, then $(\delta - \delta_0) \Psi + H$ is a $\delta_0$-boundary. Consequently, $\Phi$ (4.1.19) is $\delta_0$-exact. Conversely, let $\Phi \in P^{0,n}_{\infty \{0\}}$ be a $\delta$-cycle, i.e.,

$$\delta \Phi = 2\Phi^{(A,\Lambda)(B,\Sigma)} s_{\Lambda A} \delta_{\Sigma B} \omega = 2\Phi^{(A,\Lambda)(B,\Sigma)} s_{\Lambda A} d_{\Sigma} E_{B} \omega = 0.$$  

It follows that

$$\Phi^{(A,\Lambda)(B,\Sigma)} s_{\Sigma B} = 0$$

for all indices $(A, \Lambda)$. Omitting a $\delta$-boundary term, we obtain

$$\Phi^{(A,\Lambda)(B,\Sigma)} s_{\Sigma B} = G^{(A,\Lambda)(r,\Xi)} d_{\Xi \Delta r}.$$  

Hence, $\Phi$ takes the form

$$\Phi = G^{(A,\Lambda)(r,\Xi)} s_{\Xi \Delta r} A_{\Lambda} \omega.$$  

Then there exists a three-chain

$$\Psi = G^{(A,\Lambda)(r,\Xi)} s_{\Xi \Delta r} A_{\Lambda} \omega$$

such that

$$\delta_0 \Psi = \Phi + \sigma = \Phi + G^{(A,\Lambda)(r,\Xi)} d_{\Lambda \Delta r} E_{\Xi} \omega.$$  \hspace{1cm} (4.1.20)

Owing to the equality $\delta \Phi = 0$, we have $\delta_0 \sigma = 0$. Thus, $\sigma$ in the expression (4.1.20) is $\delta$-exact $\delta_0$-cycle. By assumption, it is $\delta_0$-exact, i.e., $\sigma = \delta_0 \psi$. Consequently, a $\delta$-cycle $\Phi$ is a $\delta_0$-boundary

$$\Phi = \delta_0 \Psi - \delta_0 \psi.$$  \hspace{1cm} \Box

Remark 4.1.2. It is easily justified that a two-cycle $\Phi$ (4.1.17) is $\delta_0$-exact if and only if $\Phi$ up to a $\delta$-boundary takes the form

$$\Phi = \sum_{0 \leq |\Lambda|, |\Sigma|} G^{(r,\Lambda)(r',\Sigma)} d_{\Sigma \Delta r} d_{\Lambda \Delta r'} \omega.$$  

A degenerate Lagrangian system is called reducible (resp. irreducible) if it admits (resp. does not admit) non-trivial first stage Noether identities.

If the condition of Lemma 4.1.3 is satisfied, let us assume that non-trivial first-stage Noether identities are finitely generated as follows. There exists a graded projective $C^\infty(X)$-module $C(1) \subset H^2(\delta_0)$ of finite rank possessing a local basis $\{\Delta_{r_i}\omega\}$:

$$\Delta_{r_i}\omega = \sum_{0 \leq |\Lambda|} \Delta_{r_i}^\Lambda \varrho_{\Lambda, r} \omega + h_{r_i} \omega, \quad (4.1.21)$$

such that any element $\Phi \in H^2(\delta_0)$ factorizes as

$$\Phi = \sum_{0 \leq |\Xi|} \Phi_{r_i}^{\Xi, \Xi} d_{\Xi} \Delta_{r_i} \omega, \quad \Phi_{r_i}^{\Xi, \Xi} \in S^0_\infty [F; Y], \quad (4.1.22)$$

through elements (4.1.21) of $C(1)$. Thus, all non-trivial first-stage Noether identities (4.1.18) result from the equalities

$$\sum_{0 \leq |\Lambda|} \Delta_{r_i}^\Lambda d_\Lambda \Delta_{r_i} + \delta h_{r_i} = 0, \quad (4.1.23)$$

called the complete first-stage Noether identities. Note that, by virtue of the condition of Lemma 4.1.3, the first summands of the graded densities $\Delta_{r_i} \omega$ (4.1.21) are not $\delta$-exact.

A degenerate Lagrangian system is called finitely reducible if admits finitely generated non-trivial first-stage Noether identities.

**Lemma 4.1.4.** The one-exact complex (4.1.16) of a finitely reducible Lagrangian system is extended to the two-exact one (4.1.25) with a boundary operator whose nilpotency conditions are equivalent to the complete Noether identities (4.1.13) and the complete first-stage Noether identities (4.1.23).

**Proof.** By virtue of Serre–Swan Theorem 3.3.2, the graded module $C(1)$ is isomorphic to a module of sections of the density-dual $E_1$ of some graded vector bundle $E_1 \to X$. Let us enlarge the differential bigraded algebra $\mathcal{P}^s_\infty \{0\}$ (4.1.14) to the differential bigraded algebra $\mathcal{P}^s_\infty \{1\} = \mathcal{P}^s_\infty [VF \oplus E_0 \oplus E_1; Y]$ possessing the local generating basis $\{s^A, \varphi_A, \varphi_{r_i}, \varpi_{r_i}\}$ where $\varpi_{r_i}$ are first stage Noether antifields of Grassmann parity

$$[\varpi_{r_i}] = ([\Delta_{r_i}] + 1) \text{mod } 2$$

and antifield number $\text{Ant}[\varpi_{r_i}] = 3$. This differential bigraded algebra is provided with the odd right graded derivation

$$\delta_1 = \delta_0 + \overline{\delta} \cdot \Delta_{r_i}, \quad (4.1.24)$$
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which is nilpotent if and only if the complete Noether identities (4.1.13) and
the complete first-stage Noether identities (4.5.16) hold. Then δ₁ (4.1.24)
is a boundary operator of the chain complex

\[ 0 \leftarrow \text{Im } \delta_1 \leftarrow P_0^{\infty} \left[ \{ 0 \} \right] \leftarrow P_0^{\infty} \left[ \{ 1 \} \right] \leftarrow \cdots \leftarrow P_0^{\infty} \left[ \{ 4 \} \right] \]

of graded densities of antifield number \leq 4. Let \( H_* (\delta_1) \) denote its homology.

It is readily observed that

\[ H_0 (\delta_1) = H_0 (\delta), \quad H_1 (\delta_1) = H_1 (\delta_0) = 0. \]

By virtue of the expression (4.1.22), any two-cycle of the complex (4.1.25)
is a boundary

\[ \Phi = \sum_{0 \leq |\Xi|} \Phi^{r_{-1}} d \Xi r_{-1} \omega = \delta_1 \left( \sum_{0 \leq |\Xi|} \Phi^{r_{-1}} c_{\Xi r_{-1}} \omega \right). \]

It follows that \( H_2 (\delta_1) = 0 \), i.e., the complex (4.1.25) is two-exact. □

If the third homology \( H_3 (\delta_1) \) of the complex (4.1.25) is not trivial, its elements correspond to second-stage Noether identities which the complete first-stage ones satisfy, and so on. Iterating the arguments, one comes to the following.

A degenerate Grassmann-graded Lagrangian system \( (S_\infty [F; Y], L) \) is called \( N \)-stage reducible if it admits finitely generated non-trivial \( N \)-stage Noether identities, but no non-trivial \( (N + 1) \)-stage ones. It is characterized as follows [14].

- There are graded vector bundles \( E_0, \ldots, E_N \) over \( X \), and the differential bigraded algebra \( P_\infty [VF; Y] \) is enlarged to the differential bigraded algebra

\[ P_\infty \{ N \} = P_\infty [VF] \oplus E_0 \oplus \cdots \oplus E_N] \]

with the local generating basis

\[ (s^A, \pi_A, \bar{r}_r, \bar{r}_r, \ldots, \bar{r}_N) \]

where \( \bar{r}_r \) are Noether \( k \)-stage antifields of antifield number \( \text{Ant}[\bar{r}_r] = k + 2 \).

- The differential bigraded algebra (4.1.26) is provided with the nilpotent right graded derivation

\[ \delta_{KT} = \delta_N = \delta + \sum_{0 \leq |\Lambda|} \bar{r}^A \Delta^{A,A} \pi_{\Lambda A} + \sum_{1 \leq k \leq N} \bar{r}^A \Delta_{r_k} \]

\[ \Delta_{r_k} \omega = \sum_{0 \leq |\Lambda|} \Delta^{r_k-1,A} \pi_{\Lambda A} \omega + \sum_{0 \leq |\Sigma|, |\Xi|} (h^{r_{k-2},\Sigma}(A, \Xi) \pi_{\Sigma r_{k-2}} \pi_{\Xi A} + \ldots) \omega \in \pi_\infty \{ k - 1 \} k + 1, \]
of antifield number -1. The index $k = -1$ here stands for $\bar{s}_A$. The nilpotent derivation $\delta_{KT}$ (4.1.27) is called the Koszul–Tate operator.

- With this graded derivation, the module $\mathcal{P}^{0,n}_{\infty}(N)_{\leq N+3}$ of densities of antifield number $\leq (N + 3)$ is decomposed into the exact Koszul–Tate chain complex

$$0 \rightarrow \text{Im} \delta \xleftarrow{\delta} \mathcal{P}^{0,n}_{\infty}[VF; Y]_1 \xleftarrow{\delta_0} \mathcal{P}^{0,n}_{\infty}(0)_2 \xleftarrow{\delta_1} \mathcal{P}^{0,n}_{\infty}(1)_3 \cdots$$

(4.1.29)

which satisfies the following homology regularity condition.

**Condition 4.1.1.** Any $\delta_k < N$-cycle

$$\phi \in \mathcal{P}^{0,n}_{\infty}(k)_{k+3} \subset \mathcal{P}^{0,n}_{\infty}(k+1)_{k+3}$$

is a $\delta_{k+1}$-boundary.

**Remark 4.1.3.** The exactness of the complex (4.1.29) means that any $\delta_k < N$-cycle $\phi \in \mathcal{P}^{0,n}_{\infty}(k)_{k+3}$, is a $\delta_{k+2}$-boundary, but not necessary a $\delta_{k+1}$-one.

- The nilpotentness $\delta_{KT}^2 = 0$ of the Koszul–Tate operator (4.1.27) is equivalent to the complete non-trivial Noether identities (4.1.13) and the complete non-trivial $(k \leq N)$-stage Noether identities

$$\sum_{0 \leq |A|} \Delta^{r_{k-1}}_{r_k} d_A \left( \sum_{0 \leq |\Sigma|} \Delta^{r_{k-2}}_{r_{k-1}} \tau_{\Sigma r_{k-2}} \right) =$$

$$-\delta \left( \sum_{0 \leq |\Sigma|, 0 \leq \Xi} h^{(r_{k-2}, |\Sigma|)}(A, \Xi) \tau_{\Sigma r_{k-2}} \bar{\tau}_{\Xi A} \right).$$

(4.1.30)

This item means the following.

**Assertion 4.1.1.** Any $\delta_k$-cocycle $\Phi \in \mathcal{P}^{0,n}_{\infty}(k)_{k+2}$ is a $k$-stage Noether identity, and vice versa.

**Proof.** Any $(k + 2)$-chain $\Phi \in \mathcal{P}^{0,n}_{\infty}(k+2)$ takes the form

$$\Phi = G + H = \sum_{0 \leq |A|} G^{r_k, \Lambda} \tau_{\Lambda r_k} \omega +$$

$$\sum_{0 \leq |\Sigma|, 0 \leq \Xi} (H^{(A, \Xi)(r_{k-1}, \Sigma)} \bar{\tau}_{\Xi A} \bar{\tau}_{\Xi r_{k-1}} + \ldots) \omega.$$
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If it is a $\delta_k$-cycle, then
\[
\sum_{0 \leq |\Lambda|} G^{r_k, \Lambda} d_{A_k} \left( \sum_{0 \leq |\Sigma|} \Delta^{r_k-1, \Sigma}_{\Sigma r_k} \right) + \delta \left( \sum_{0 \leq |\Lambda|} H^{(A, \Xi)}(r_k-1, \Sigma) \pi_{\Sigma A r_k-1} \right) = 0
\]  
(4.1.32)
are the $k$-stage Noether identities. Conversely, let the condition (4.1.32) hold. Then it can be extended to a cycle condition as follows. It is brought into the form
\[
\delta_k \left( \sum_{0 \leq |\Lambda|} G^{r_k, \Lambda} c_{A r_k} + \sum_{0 \leq |\Sigma|} H^{(A, \Xi)}(r_k-1, \Sigma) \pi_{\Sigma A r_k-1} \right) =
\]
\[
- \sum_{0 \leq |\Lambda|} G^{r_k, \Lambda} b_{r_k} + \sum_{0 \leq |\Sigma|} H^{(A, \Xi)}(r_k-1, \Sigma) \pi_{\Sigma A r_k-1} \Delta_{r_k-1}.
\]
A glance at the expression (4.1.28) shows that the term in the right-hand side of this equality belongs to $P_0, n, \infty \{k\}^{k+1}$. It is a $\delta_{k-2}$-cycle and, consequently, a $\delta_{k-1}$-boundary $\delta_{k-1} \Psi$ in accordance with Condition 4.1.1. Then the equality (4.1.32) is a $r_{\Sigma r_k-1}$-dependent part of the cycle condition
\[
\delta_k \left( \sum_{0 \leq |\Lambda|} G^{r_k, \Lambda} c_{A r_k} + \sum_{0 \leq |\Sigma|} H^{(A, \Xi)}(r_k-1, \Sigma) \pi_{\Sigma A r_k-1} \right) = 0,
\]
but $\delta_k \Psi$ does not make a contribution to this condition. □

**Assertion 4.1.2.** Any trivial $k$-stage Noether identity is a $\delta_k$-boundary $\Phi \in P_\infty, n, \{k\}_k^{k+2}$.

**Proof.** The $k$-stage Noether identities (4.1.32) are trivial either if a $\delta_k$-cycle $\Phi$ (4.1.31) is a $\delta_k$-boundary or its summand $G$ vanishes on-shell. Let us show that, if the summand $G$ of $\Phi$ (4.1.31) is $\overline{\delta}$-exact, then $\Phi$ is a $\delta_k$-boundary. If $G = \overline{\delta} \Psi$, one can write
\[
\Phi = \delta_k \Psi + (\overline{\delta} - \delta_k) \Psi + H.
\]
(4.1.33)
Hence, the $\delta_k$-cycle condition reads
\[
\delta_k \Phi = \delta_{k-1}((\overline{\delta} - \delta_k) \Psi + H) = 0.
\]
By virtue of Condition 4.1.1, any $\delta_{k-1}$-cycle $\phi \in \overline{P}_\infty, n, \{k-1\}_{k+2}$ is $\delta_{k}$-exact. Then
\[
(\overline{\delta} - \delta_k) \Psi + H
\]
is a $\delta_k$-boundary. Consequently, $\Phi$ (4.1.31) is $\delta_k$-exact. □
Assertion 4.1.3. All non-trivial \( k \)-stage Noether identity (4.1.32), by assumption, factorize as
\[
\Phi = \sum_{0 \leq |\Xi|} \Phi_{r_1, \Xi} d_{\Xi} \Delta_{r_k} \omega, \quad \Phi_{r, \Xi} \in \mathcal{S}_\infty^0 [F; Y],
\]
through the complete ones (4.1.30).

It may happen that a Grassmann-graded Lagrangian field system possesses non-trivial Noether identities of any stage. However, we restrict our consideration to \( N \)-reducible Lagrangian systems for a finite integer \( N \). In this case, the Koszul–Tate operator (4.1.27) and the gauge operator (4.2.8) below contain finite terms.

4.2 Second Noether theorems in a general setting

Different variants of the second Noether theorem have been suggested in order to relate reducible Noether identities and gauge symmetries \([9; 12; 13; 49]\). The inverse second Noether theorem (Theorem 4.2.1), that we formulate in homology terms, associates to the Koszul–Tate complex (4.1.29) of non-trivial Noether identities the cochain sequence (4.2.7) with the ascent operator \( u \) (4.2.8) whose components are non-trivial gauge and higher-stage gauge symmetries of Lagrangian system. Let us start with the following notation.

Notation 4.2.1. Given the differential bigraded algebra \( \mathcal{P}_\infty \{N\} \) (4.1.26), we consider the differential bigraded algebra
\[
\mathcal{P}_\infty^* \{N\} = \mathcal{P}_\infty^* [F \oplus E_0 \oplus \cdots \oplus E_N; Y],
\]
possessing the local generating basis
\[
(s^A, c^r, c^r_1, \ldots, c^r_N), \quad [c^r] = ([\tau_{r_k}] + 1) \text{mod} 2,
\]
and the differential bigraded algebra
\[
\mathcal{P}_\infty^* \{N\} = \mathcal{P}_\infty^* [VF \oplus E_0 \oplus \cdots \oplus E_N \oplus \bar{E}_0 \oplus \cdots \oplus \bar{E}_N; Y]
\]
with the local generating basis
\[
(s^A, \bar{s}_A, c^r, c^r_1, \ldots, c^r_N, \bar{\tau}_r, \bar{\tau}_{r_1}, \ldots, \bar{\tau}_{r_N}).
\]
Their elements \( c^r \) are called \( k \)-stage ghosts of ghost number \( \text{gh}[c^r] = k + 1 \) and antifield number
\[
\text{Ant}[c^r] = -(k + 1).
\]
The $C^\infty(X)$-module $C^{(k)}$ of $k$-stage ghosts is the density-dual of the module $C_{(k+1)}$ of $(k+1)$-stage antifields. The differential bigraded algebras $\mathcal{P}_\infty^*\{N\}$ (4.1.26) and $\mathcal{P}_\infty^*\{N\}$ (4.2.1) are subalgebras of $P^*_\infty\{N\}$ (4.2.2). The Koszul–Tate operator $\delta_{KT}$ (4.1.27) is naturally extended to a graded derivation of the differential bigraded algebra $\mathcal{P}_\infty^*\{N\}$.

Notation 4.2.2. Any graded differential form $\phi \in S^{0,n}_\infty[F;Y]$ and any finite tuple $(f^A), 0 \leq |\Lambda| \leq k$, of local graded functions $f^A \in S^{0}_\infty[F;Y]$ obey the following relations [12]:

$$\sum_{0 \leq |\Lambda| \leq k} f^A d_\Lambda \phi \wedge \omega = \sum_{0 \leq |\Lambda| \leq k} (-1)^{|\Lambda|} d_\Lambda (f^A) \phi \wedge \omega + d_H \sigma, \quad (4.2.3)$$

$$\sum_{0 \leq |\Lambda| \leq k} (-1)^{|\Lambda|} d_\Lambda (f^A) \phi = \sum_{0 \leq |\Lambda| \leq k} \eta(f)^A d_\Lambda \phi, \quad (4.2.4)$$

$$\eta(f)^A = \sum_{0 \leq |\Lambda| \leq k} (-1)^{|\Sigma+\Lambda|} \frac{|\Sigma+\Lambda|!}{|\Sigma||\Lambda|!} d_\Sigma f^{\Sigma+\Lambda}, \quad (4.2.5)$$

$$\eta(\eta(f))^A = f^A. \quad (4.2.6)$$

Theorem 4.2.1. Given the Koszul–Tate complex (4.1.29), the module of graded densities $\mathcal{P}^{0,n}_\infty\{N\}$ is decomposed into the cochain sequence

$$0 \to S^{0,n}_\infty[F;Y] \xrightarrow{u} \mathcal{P}^{0,n}_\infty\{N\}^1 \xrightarrow{u} \mathcal{P}^{0,n}_\infty\{N\}^2 \xrightarrow{u} \cdots, \quad (4.2.7)$$

$$u^A = u + u^{(1)} + \cdots + u^{(N)} = \quad (4.2.8)$$

$$u^A \frac{\partial}{\partial s^A} + u^r \frac{\partial}{\partial c^r} + \cdots + u^{rN-1} \frac{\partial}{\partial c^{rN-1}},$$

 graded in ghost number. Its ascent operator $u$ (4.2.8) is an odd graded derivation of ghost number 1 where $u$ (4.2.13) is a variational symmetry of a graded Lagrangian $L$ and the graded derivations $u^{(k)}$ (4.2.16), $k = 1, \ldots, N$, obey the relations (4.2.15).

Proof. Given the Koszul–Tate operator (4.1.27), let us extend an original Lagrangian $L$ to the Lagrangian

$$L_e = L + L_1 = L + \sum_{0 \leq k \leq N} c^s \Delta_{c^s} \omega = L + \delta_{KT} (\sum_{0 \leq k \leq N} c^s \tau_{c^s} \omega) \quad (4.2.9)$$

of zero antifield number. It is readily observed that the Koszul–Tate operator $\delta_{KT}$ is an exact symmetry of the extended Lagrangian $L_e \in \mathcal{P}^{0,n}_\infty\{N\}$ (4.2.9). Since the graded derivation $\delta_{KT}$ is vertical, it follows from the first
variational formula (3.5.14) that

$$\frac{\delta}{\delta \pi_A} \mathcal{E}_A + \sum_{0 \leq k \leq N} \frac{\delta}{\delta \pi_{rk}} \Delta_{rk} \omega = (4.2.10)$$

$$\left[ \frac{\delta}{\delta \pi_A} \mathcal{E}_A + \sum_{0 \leq k \leq N} \frac{\delta}{\delta \pi_{rk}} \Delta_{rk} \omega = d_H \sigma, \right.$$

$$\left. v^A \mathcal{E}_A + \sum_{0 \leq k \leq N} v_{rk} \frac{\delta}{\delta \pi_{rk}} \Delta_{rk} \omega \right]$$

The equality (4.2.10) is split into the set of equalities

$$\frac{\delta}{\delta \pi_A} (c^r \Delta r) \mathcal{E}_A \omega = u^A \mathcal{E}_A \omega = d_H \sigma_0,$$  

$$\left[ \frac{\delta}{\delta \pi_A} (c^r \Delta r) \mathcal{E}_A + \sum_{0 \leq i < k} \frac{\delta}{\delta \pi_{ri}} (c^r \Delta r_i) \omega = d_H \sigma_k, \right.$$ 

$$\left. \frac{\delta}{\delta \pi_{rk}} (c^r \Delta r_k) \mathcal{E}_A + \sum_{0 \leq |\xi| \leq |\Sigma|} \frac{\delta}{\delta \pi_{rk}} (c^r \Delta r_k) \omega = d_H \sigma_k, \right.$$ 

where $k = 1, \ldots, N$. A glance at the equality (4.2.11) shows that, by virtue of the first variational formula (3.5.14), the odd graded derivation

$$u = u^A \frac{\partial}{\partial \pi_A}, \quad u^A = \sum_{0 \leq |\Lambda|} c^r_\Lambda \eta((\partial^A(h_{ri})))^A,$$  

of $\mathcal{P}_0 \{0\}$ is a variational symmetry of a graded Lagrangian $L$. Every equality (4.2.12) falls into a set of equalities graded by the polynomial degree in antifields. Let us consider that of them linear in antifields $r_{r_k-2}$. We have

$$\frac{\delta}{\delta \pi_A} \left( c^r_k \sum_{0 \leq |\Sigma| \leq |\Xi|} h_{rk-2, \Sigma} (A, \Xi) t_{rk-2, \Sigma, \Xi} \right) \mathcal{E}_A \omega +$$

$$\frac{\delta}{\delta \pi_{rk-2}} \left( c^r_k \sum_{0 \leq |\Sigma| \leq |\Xi|} \Delta r_{rk-2, \Sigma} \tau_{rk-2, \Sigma, \Xi} \right) \sum_{0 \leq |\Xi| \leq |\Pi|} \Delta r_{rk-2, \Xi} \tau_{rk-2, \Xi} \omega = d_H \sigma_k.
This equality is brought into the form
\[
\sum_{0 \leq |\Xi|} (-1)^{|\Xi|} d_{\Xi} \left( c^{r_k} \sum_{0 \leq |\Sigma|} h^{(r_k,\Xi)}_{t_k} (A,\Xi) \tau_{\Sigma r_{k-2}} \right) E_A \omega + u^{r_k-1} \sum_{0 \leq |\Xi|} \Delta^{r_{k-2},\Xi}_{r_k-1} c_{\Xi r_{k-2}} \omega = d_H \sigma_k.
\]
Using the relation (4.2.3), we obtain the equality
\[
\sum_{0 \leq |\Xi|} c^{r_k} \sum_{0 \leq |\Sigma|} h^{(r_k,\Xi)}_{t_k} (A,\Xi) \tau_{\Sigma r_{k-2}} d_{\Xi} E_A \omega + u^{r_k-1} \sum_{0 \leq |\Xi|} \Delta^{r_{k-2},\Xi}_{r_k-1} c_{\Xi r_{k-2}} \omega = d_H \sigma_k.
\]
The variational derivative of both its sides with respect to \(c^{r_k-2}\) leads to the relation
\[
\sum_{0 \leq |\Sigma|} d_{\Sigma} u^{r_k-1} \frac{\partial}{\partial c^{r_k-1}} u^{r_{k-2}} = \tilde{\sigma}(\alpha^{r_{k-2}}),
\]
where the odd graded derivation
\[
u^{(k)} = u^{r_k-1} \frac{\partial}{\partial c^{r_k-1}} = \sum_{0 \leq |\Lambda|} c^{r_k}_\Lambda \eta(\Delta^{r_k-1})^\Lambda \frac{\partial}{\partial c^{r_k-1}}, \quad k = 1, \ldots, N,
\]
satisfies. Graded derivations \(u^{(4.2.13)}\) and \(u^{(4.2.16)}\) are assembled into the ascent operator \(u\) (4.2.8) of the cochain sequence (4.2.7).

A glance at the expression (4.2.13) shows that the variational symmetry \(u\) is a linear differential operator on the \(C^\infty(X)\)-module \(C^{(0)}\) of ghosts with values into the real space \(g_L\) of variational symmetries. Following Definition 2.3.1 extended to Lagrangian theories of odd fields, we call \(u\) (4.2.13) the \textit{gauge symmetry of a graded Lagrangian} \(L\) which is associated to the complete Noether identities (4.1.13). This association is unique due to the following \textit{direct second Noether theorem} extending Theorem 2.3.1.

\textbf{Theorem 4.2.2.} The variational derivative of the equality (4.2.11) with respect to ghosts \(c^r\) leads to the equality
\[
\delta_r(u^A E_A \omega) = \sum_{0 \leq |\Lambda|} (-1)^{|\Lambda|} d_A (\eta(\Delta^A)^\Lambda E_A) = \sum_{0 \leq |\Lambda|} (-1)^{|\Lambda|} \eta(\eta(\Delta^A)^\Lambda) \Lambda d_A E_A = 0,
\]
Lagrangian BRST theory

which reproduces the complete Noether identities (4.1.13) by means of the relation (4.2.6).

Moreover, the gauge symmetry $u$ (4.2.13) is complete in the following sense. Let

$$\sum 0 \leq |\Xi| C_R \Xi \Delta_{r} \omega$$

be some projective $C^\infty(X)$-module of finite rank of non-trivial Noether identities (4.1.12) parameterized by the corresponding ghosts $C_R$. We have the equalities

$$0 = \sum 0 \leq |\Xi| C_R \Xi \Delta_{r} \omega$$

$$\sum 0 \leq |\Xi| \left( \sum 0 \leq |\Xi| \eta(G_{R}^r)^{\Xi} C_{E}^{R} \right) \Delta_{r}^{A} d_{A} E_{A} \omega + d_{H}(\sigma) =$$

$$\sum 0 \leq |\Xi| \left( \sum 0 \leq |\Xi| \eta(G_{R}^r)^{\Xi} C_{E}^{R} \right) \Delta_{r}^{A} d_{A} E_{A} \omega + d_{H}(\sigma) =$$

$$\sum 0 \leq |\Xi| \left( \sum 0 \leq |\Xi| \eta(G_{R}^r)^{\Xi} C_{E}^{R} \right) \Delta_{r}^{A} d_{A} E_{A} \omega + d_{H}(\sigma) =$$

$$\sum 0 \leq |\Xi| \left( \sum 0 \leq |\Xi| \eta(G_{R}^r)^{\Xi} C_{E}^{R} \right) E_{A} \omega + d_{H}(\sigma) =$$

It follows that the graded derivation

$$d_{A} \left( \sum 0 \leq |\Xi| \eta(G_{R}^r)^{\Xi} C_{E}^{R} \right) u_{r}^{A} \frac{\partial}{\partial s}$$

is a variational symmetry of a graded Lagrangian $L$ and, consequently, its gauge symmetry parameterized by ghosts $C^{R}$. It factorizes through the gauge symmetry (4.2.13) by putting ghosts $c_{r} = \sum 0 \leq |\Xi| \eta(G_{R}^r)^{\Xi} C_{E}^{R}$. Thus, we come to the following definition.

**Definition 4.2.1.** The odd graded derivation $u$ (4.2.13) is said to be a complete non-trivial gauge symmetry of a graded Lagrangian $L$ associated to the complete Noether identities (4.1.13).
Remark 4.2.1. In contrast with Definitions 2.3.1 and 2.3.2, gauge symmetries in Definitions 4.2.2 and 4.2.1 are parameterized by ghosts, but not gauge parameters. Given a gauge symmetry $u$ (2.3.3) defined as a derivation of the real ring $\mathcal{O}_\infty^0[Y \times E]$, one can associate to it the gauge symmetry

$$u = \left( \sum_{0 \leq |\Lambda| \leq m} u^\Lambda(x^\mu)c^\Lambda_a \right) \partial_\lambda + \left( \sum_{0 \leq |\Lambda| \leq m} u^\Lambda(x^\mu, y^\nu)c^\Lambda_a \right) \partial_i,$$

which is an odd graded derivation of the real ring $\mathcal{S}_\infty^0[E; Y]$, and vice versa.

Let us note that, being a variational symmetry, a gauge symmetry $u$ (4.2.13) defines the weak conservation law (3.5.16). Let $u$ be an exact Lagrangian symmetry. In this case, the associated symmetry current

$$J_u = -h_0(u|L)$$

is conserved. The peculiarity of gauge conservation laws always is that the symmetry current (4.2.18) is reduced to a superpotential in accordance with the following generalization of Theorem 2.4.2.

Theorem 4.2.3. If $u$ (4.2.13) is an exact gauge symmetry of a graded Lagrangian $L$, the corresponding conserved symmetry current $J_u$ (4.2.18) takes the form

$$J_u = W + d_H U = (W^\mu + d_\nu U^\nu^\mu)\omega_\mu,$$

where the term $W$ vanishes on-shell, i.e., $W \approx 0$, and $U$ is a horizontal graded $(n-2)$-form.

Proof. The proof follows that of Theorem 2.4.2. Let us note only that, if $u$ is of $N$-order in jets of ghosts, the symmetry current $J_u$ (4.2.18) depends on jets of ghosts whose maximal order $N'$ exceed $N$ in the case of a higher-order Lagrangian. Therefore, the equalities (2.4.43) are replaced with a set of equalities

$$0 = J^{(\mu_1) \ldots \mu_{N'}}_a, \quad 0 = J^{(\mu_1 \mu_{k+1}) \ldots \mu_{N'}}_a + d_\nu J^\nu_{a \mu} \ldots \mu_{N'}, \quad 1 < k < N' - N.$$

Turn now to the relation (4.2.15). For $k = 1$, it takes the form

$$\sum_{0 \leq |\Lambda|} d_\Sigma w^r \frac{\partial}{\partial k^r} u^A = \delta(\alpha^A)$$
of a first-stage gauge symmetry condition on-shell which the non-trivial
gauge symmetry \( u^{(4.2.13)} \) satisfies. Therefore, one can treat the odd
graded derivation
\[
u^{(1)} = u^r \frac{\partial}{\partial c^r}, \quad u^r = \sum_{0 \leq |\Lambda|} c^r_\Lambda \eta(\Delta^r_\Lambda)\Lambda,
\]
as a first-stage gauge symmetry associated to the complete first-stage
Noether identities
\[
\sum_{0 \leq |\Lambda|} \Delta^r_\Lambda d^\Lambda \left( \sum_{0 \leq |\Sigma|} \Delta^\Lambda_\Sigma \Xi^\Lambda A \right) = -\delta \left( \sum_{0 \leq |\Sigma|, |\Xi|} h^{(B, \Sigma)}(A, \Xi) \Xi^\Sigma B \Xi^A \right).
\]

Iterating the arguments, one comes to the relation (4.2.15) which pro-
vides a \( k \)-stage gauge symmetry condition which is associated to the com-
plete \( k \)-stage Noether identities (4.1.30).

**Theorem 4.2.4.** Conversely, given the \( k \)-stage gauge symmetry condition
(4.2.15), the variational derivative of the equality (4.2.14) with respect to
ghosts \( c^r_k \) leads to the equality, reproducing the \( k \)-stage Noether identities
(4.1.30) by means of the relations (4.2.6) and (4.2.6).

This is a higher-stage extension of the direct second Noether theorem
to reducible gauge symmetries.

The odd graded derivation \( u^{(k)} \) (4.2.16) is called the \( k \)-stage gauge sym-
metry. It is complete as follows. Let
\[
\sum_{0 \leq |\Xi|} C^{R_k^\Xi} G^{R_k^\Xi} d^\Xi \Delta^r_k \omega
\]
be a projective \( C^\infty(X) \)-module of finite rank of non-trivial \( k \)-stage Noether
identities (4.1.12) factorizing through the complete ones (4.1.28) and pa-
parameterized by the corresponding ghosts \( C^{R_k} \). One can show that it defines
a \( k \)-stage gauge symmetry factorizing through \( u^{(k)} \) (4.2.16) by putting \( k \)-
stage ghosts
\[
\epsilon^r_k = \sum_{0 \leq |\Xi|} \eta(G^{R_k^\Xi} \Xi) C^{R_k^\Xi}.
\]

**Definition 4.2.2.** The odd graded derivation \( u^{(k)} \) (4.2.16) is said to be a
complete non-trivial \( k \)-stage gauge symmetry of a Lagrangian \( L \).

In accordance with Definitions 4.2.1 and 4.2.2, components of the ascent
operator \( u \) (4.2.8) are complete non-trivial gauge and higher-stage gauge
symmetries. Therefore, we agree to call this operator the gauge operator.
Remark 4.2.2. With the gauge operator (4.2.8), the extended Lagrangian $L_e$ (4.2.9) takes the form

$$L_e = L + u \left( \sum_{0 \leq k \leq N} c^{r_{k-1}} \tau_{r_{k-1}} \right) \omega + L_1^* + d_H \sigma,$$

(4.2.20)

where $L_1^*$ is a term of polynomial degree in antifields exceeding 1.

4.3 BRST operator

In contrast with the Koszul–Tate operator (4.1.27), the gauge operator $u$ (4.2.7) need not be nilpotent. Following the example of Yang–Mills gauge theory (see Section 5.8), let us study its extension to a nilpotent graded derivation

$$b = u + \gamma = u + \sum_{1 \leq k \leq N+1} \gamma^{(k)} = u + \sum_{1 \leq k \leq N+1} \gamma^{r_{k-1}} \frac{\partial}{\partial c^{r_{k-1}}}$$

(4.3.1)

of ghost number 1 by means of antifield-free terms $\gamma^{(k)}$ of higher polynomial degree in ghosts $c^i$ and their jets $c^i_{\Lambda}$, $0 \leq i < k$. We call $b$ (4.3.1) the BRST operator, where $k$-stage gauge symmetries are extended to $k$-stage BRST transformations acting both on $(k-1)$-stage and $k$-stage ghosts [61]. If the BRST operator exists, the cochain sequence (4.2.7) is brought into the BRST complex

$$0 \rightarrow \mathcal{P}^0 \{N\}^1 \xrightarrow{b} \mathcal{P}^0 \{N\}^1 \xrightarrow{b} \mathcal{P}^0 \{N\}^2 \xrightarrow{b} \cdots.$$

There is following necessary condition of the existence of such a BRST extension.

**Theorem 4.3.1.** The gauge operator (4.2.7) admits the nilpotent extension (4.3.1) only if the gauge symmetry conditions (4.2.15) and the higher-stage Noether identities (4.1.30) are satisfied off-shell.

**Proof.** It is easily justified that, if the graded derivation $b$ (4.3.1) is nilpotent, then the right hand sides of the equalities (4.2.15) equal zero, i.e.,

$$u^{(k+1)}(u^{(k)}) = 0, \quad 0 \leq k \leq N - 1, \quad u^{(0)} = u.$$

(4.3.2)

Using the relations (4.2.3) – (4.2.6), one can show that, in this case, the right hand sides of the higher-stage Noether identities (4.1.30) also equal
zero [13]. It follows that the summand $G_{r_k}$ of each cocycle $\Delta_{r_k}$ (4.1.28) is $\delta_{k-1}$-closed. Then its summand $h_{r_k}$ also is $\delta_{k-1}$-closed and, consequently, $\delta_{k-2}$-closed. Hence it is $\delta_{k-1}$-exact by virtue of Condition 4.1.1. Therefore, $\Delta_{r_k}$ contains only the term $G_{r_k}$ linear in antifields.

It follows at once from the equalities (4.3.2) that the higher-stage gauge operator

$$u_{\text{HS}} = u - u = u^{(1)} + \cdots + u^{(N)}$$

is nilpotent, and

$$u(u) = u(u). \tag{4.3.3}$$

Therefore, the nilpotency condition for the BRST operator $b$ (4.3.1) takes the form

$$b(b) = (u + \gamma)(u) + (u + u_{\text{HS}} + \gamma)(\gamma) = 0. \tag{4.3.4}$$

Let us denote

$$\gamma^{(0)} = 0,$$

$$\gamma^{(k)} = \gamma^{(1)} + \cdots + \gamma^{(k+1)}, \quad k = 1, \ldots, N + 1,$$

$$\gamma^{(k+1)}_{(i)} = \gamma^{(k+1)}_{(1)} + \cdots + \gamma^{(k+1)}_{(k+1)} = \sum_{k_1 + \cdots + k_i = k+1-1} \left( \sum_{0 \leq |\Lambda_{k_1}|} \gamma^{(i)}_{(1)} \cdots \gamma^{(i)}_{(k)} \right),$$

$$\gamma^{(N+2)} = 0,$$

where $\gamma^{(k)}_{(i)}$ are terms of polynomial degree $2 \leq i \leq k + 1$ in ghosts. Then the nilpotent property (4.3.4) of $b$ falls into a set of equalities

$$u^{(k+1)}(u^{(k)}) = 0, \quad 0 \leq k \leq N - 1, \tag{4.3.5}$$

$$(u + \gamma^{(k+1)})(u^{(k)}) + u_{\text{HS}}(\gamma^{(k)}) = 0, \quad 0 \leq k \leq N + 1, \tag{4.3.6}$$

$$\gamma^{(k+1)}_{(i)}(u^{(k)}) + u(\gamma^{(i)}_{(i+1)})) + u_{\text{HS}}(\gamma^{(i)}_{(i)}) + \sum_{2 \leq m \leq i-1} \gamma^{(m)}(\gamma^{(k)}_{(i-m+1)}) = 0, \quad i - 2 \leq k \leq N + 1, \tag{4.3.7}$$

of ghost polynomial degree 1, 2 and 3 $\leq i \leq N + 3$, respectively.

The equalities (4.3.5) are exactly the gauge symmetry conditions (4.3.2) in Theorem 4.3.1.

The equality (4.3.6) for $k = 0$ reads

$$(u + \gamma^{(1)})(u) = 0, \quad \sum_{\Lambda \leq |\Lambda|} (d_{\Lambda}(u^A) \partial^A u^B + d_{\Lambda}(\gamma^r) u^B_{\gamma^r}) = 0. \tag{4.3.8}$$
4.3. BRST operator

It takes the form of the Lie antibracket

\[ [u, u] = -2\gamma^{(1)}(u) = -2 \sum_{0 \leq |\Lambda|} d_\Lambda(\gamma) u^B_{r,\Lambda} \partial_B \]  

(4.3.9)

of the odd gauge symmetry \( u \). Its right-hand side is a non-linear differential operator on the module \( \mathcal{C}^{(0)} \) of ghosts taking values into the real space \( \mathbb{G}_L \) of variational symmetries. Following Remark 2.3.3, we treat it as a generalized gauge symmetry factorizing through the gauge symmetry \( u \). Thus, we come to the following.

**Theorem 4.3.2.** The gauge operator (4.2.7) admits the nilpotent extension (4.3.1) only if the Lie antibracket of the odd gauge symmetry \( u \) (4.2.13) is a generalized gauge symmetry factorizing through \( u \).

The equalities (4.3.6) – (4.3.7) for \( k = 1 \) take the form

\[ (u + \gamma^{(2)}(u^{(1)})) + u^{(1)}(\gamma^{(1)}) = 0, \]  

(4.3.10)

\[ \gamma^{(2)}(u^{(1)}) + (u + \gamma^{(1)})(\gamma^{(1)}) = 0. \]  

(4.3.11)

In particular, if a Lagrangian system is irreducible, i.e., \( u^{(k)} = 0 \) and \( u = u \), the BRST operator reads

\[ b = u + \gamma^{(1)} = u^A \partial_A + \gamma^r \partial_r = \sum_{0 \leq |\Lambda|} u^A_{r,\Lambda} c_A^r \partial_A + \sum_{0 \leq |\Lambda|, |\Xi|} \gamma^{r,\Lambda,\Xi}_{pq} e^p_{r,\Lambda} c^q_{\Xi} \partial_r. \]

In this case, the nilpotency conditions (4.3.10) - (4.3.11) are reduced to the equality

\[ (u + \gamma^{(1)})(\gamma^{(1)}) = 0. \]  

(4.3.12)

Furthermore, let a gauge symmetry \( u \) be affine in fields \( s^A \) and their jets. It follows from the nilpotency condition (4.3.8) that the BRST term \( \gamma^{(1)} \) is independent of original fields and their jets. Then the relation (4.3.12) takes the form of the Jacobi identity

\[ \gamma^{(1)}(\gamma^{(1)}) = 0 \]  

(4.3.13)

for coefficient functions \( \gamma^{r,\Lambda,\Xi}_{pq}(x) \) in the Lie antibracket (4.3.9).

The relations (4.3.9) and (4.3.13) motivate us to think of the equalities (4.3.6) – (4.3.7) in a general case of reducible gauge symmetries as being \textit{sui generis} generalized commutation relations and Jacobi identities of gauge symmetries, respectively [61]. Based on Theorem 4.3.2, we therefore say that non-trivial gauge symmetries are \textit{algebraically closed} (in the terminology of [63]) if the gauge operator \( u \) (4.2.8) admits the nilpotent BRST extension \( b \) (4.3.1).
Example 4.3.1. A Lagrangian system is called Abelian if its gauge symmetry $u$ is Abelian and the higher-stage gauge symmetries are independent of original fields, i.e., if $u(u) = 0$. It follows from the relation (4.3.3) that, in this case, the gauge operator itself is the BRST operator $u = b$. For instance, let a Lagrangian $L$ be variationally trivial. Its variational derivatives $\mathcal{L}_i \equiv 0$ obey irreducible complete Noether identities

$$\delta \Delta_i = 0, \quad \Delta_i = \bar{s}_i. \quad (4.3.14)$$

By the formulas (2.3.6) – (2.3.7), the associated irreducible gauge symmetry is given by the gauge operator

$$u = c^i \partial_i. \quad (4.3.15)$$

Thus, a Lagrangian system with a variationally trivial Lagrangian is Abelian, and $u$ (4.3.15) is the BRST operator. The topological BF theory exemplifies a reducible Abelian Lagrangian system (see Section 8.3).

4.4 BRST extended Lagrangian field theory

The differential bigraded algebra $P^\bullet_\infty \{ N \}$ (4.2.2) is a particular field-antifield theory of the following type [9; 15; 63].

Let us consider a pull-back composite bundle

$$W = Z \times Z' \rightarrow Z \rightarrow X$$

where $Z' \rightarrow X$ is a vector bundle. Let us regard it as a graded vector bundle over $Z$ possessing only odd part. The density-dual $\overline{VW}$ of the vertical tangent bundle $VW$ of $W \rightarrow X$ is a graded vector bundle

$$\overline{VW} = ([Z'] \oplus V^* Z) \oplus^n Z' \rightarrow Z$$

over $Z$ (cf. (4.1.5)). Let us consider the differential bigraded algebra $P^\bullet_\infty [\overline{VW}; Z]$ (4.1.6) with the local generating basis

$$(z^a, \bar{z}_a), \quad [\bar{z}_a] = ([z^a] + 1) \text{mod } 2.$$

Its elements $z^a$ and $\bar{z}_a$ are called fields and antifields, respectively.

Graded densities of this differential bigraded algebra are endowed with the antibracket

$$\{ \mathcal{L}_\omega, \mathcal{L}'_{\omega'} \} = \left[ \frac{\delta \mathcal{L}}{\delta \bar{z}_a} \frac{\delta \mathcal{L}'}{\delta z^a} + (-1)^{|\omega'|(|\omega|+1)} \frac{\delta \mathcal{L}'}{\delta \bar{z}_a} \frac{\delta \mathcal{L}}{\delta z^a} \right] \omega. \quad (4.4.1)$$
4.4. BRST extended Lagrangian field theory

With this antibracket, one associates to any (even) Lagrangian $L$ the odd vertical graded derivations

$$
\upsilon_L = \overset{\leftarrow}{E}^a \frac{\partial}{\partial z^a}, \quad \upsilon_L = \delta L \frac{\partial}{\partial \sigma^a}, \quad \upsilon_L = \upsilon_L + \upsilon_L = (-1)^{[a]+1} \left( \frac{\delta L}{\delta z^a} \frac{\partial}{\partial z^a} + \frac{\delta L}{\delta z^a} \frac{\partial}{\partial z^a} \right),
$$

such that

$$
\vartheta_L = \{ L, \omega \} = d_H \sigma.
$$

**Theorem 4.4.1.** The following conditions are equivalent.

1. The antibracket of a Lagrangian $L$ is $d_H$-exact, i.e.,

$$
\{ L, L' \} = 2 \frac{\delta L}{\delta z^a} \frac{\partial}{\partial z^a} \omega = d_H \sigma.
$$

2. The graded derivation $\upsilon$ (4.4.2) is a variational symmetry of a Lagrangian $L$.

3. The graded derivation $\upsilon$ (4.4.3) is a variational symmetry of $L$.

4. The graded derivation $\upsilon_L$ (4.4.4) is nilpotent.

**Proof.** By virtue of the first variational formula (3.5.14), conditions (ii) and (iii) are equivalent to condition (i). The equality (4.4.5) is equivalent to that the odd density $\overset{\leftarrow}{E}^a \omega$ is variationally trivial. Replacing right variational derivatives $\overset{\leftarrow}{E}^a$ with $(-1)^{[a]+1} \overset{\leftarrow}{E}^a$, we obtain

$$
2 \sum_a (-1)^{[a]} \delta \omega \overset{\leftarrow}{E}^a = d_H \sigma.
$$

The variational operator acting on this relation results in the equalities

$$
\sum_{0 \leq |\Lambda|} (-1)^{|\omega|+|\Lambda|} d_A(\partial^\Lambda (\delta \omega \overset{\leftarrow}{E}_\Lambda)) = 0,
$$

$$
\sum_{0 \leq |\Lambda|} (-1)^{|\omega|}[\eta(\partial^\Lambda \overset{\leftarrow}{E}_\Lambda) + \eta(\partial^\Lambda \delta \omega \overset{\leftarrow}{E}_\Lambda)] = 0,
$$

$$
\sum_{0 \leq |\Lambda|} (-1)^{|\omega|} d_A(\partial^\Lambda (\delta \omega \overset{\leftarrow}{E})_\Lambda) = 0.
$$

The variational operator acting on this relation results in the equalities

$$
\sum_{0 \leq |\Lambda|} (-1)^{|\omega|+|\Lambda|} d_A(\partial^\Lambda (\delta \omega \overset{\leftarrow}{E}_\Lambda)) = 0,
$$

$$
\sum_{0 \leq |\Lambda|} (-1)^{|\omega|}[\eta(\partial^\Lambda \overset{\leftarrow}{E}_\Lambda) + \eta(\partial^\Lambda \delta \omega \overset{\leftarrow}{E}_\Lambda)] = 0,
$$

$$
\sum_{0 \leq |\Lambda|} (-1)^{|\omega|} d_A(\partial^\Lambda (\delta \omega \overset{\leftarrow}{E})_\Lambda) = 0.
$$
Due to the identity
\[(\delta \circ \delta)(L) = 0, \quad \eta(\partial_B E_A) = (-1)^{|A||B|} \partial_A E_B,\]
we obtain
\[
\sum_{0 \leq |\Lambda|} (-1)^{|a|} [(-1)^{|b|+1}] \partial^{\Lambda_a} E_{Aa} + (-1)^{|b|} \partial^{\Lambda_b} E_{Aa} = 0,
\]
\[
\sum_{0 \leq |\Lambda|} (-1)^{|a|+1} [(-1)^{|b|+1}] \partial^{\Lambda_a} E_{Aa} + (-1)^{|b|+1} \partial^{\Lambda_b} E_{Aa} = 0
\]
for all $E_b$ and $E^b$. This is exactly condition (iv).

The equality (4.4.5) is called the classical master equation. For instance, any variationally trivial Lagrangian satisfies the master equation. A solution of the master equation (4.4.5) is called non-trivial if both the derivations (4.4.2) and (4.4.3) do not vanish.

Being an element of the differential bigraded algebra $P_\infty \{ N \}$ (4.2.2), an original Lagrangian $L$ obeys the master equation (4.4.5) and yields the graded derivations $\nu_L = 0$ (4.4.2) and $\varpi_L = \delta$ (4.4.3), i.e., it is a trivial solution of the master equation.

The graded derivations (4.4.2) – (4.4.3) associated to the extended Lagrangian $L_e$ (4.2.20) are extensions
\[
\nu_e = u + \frac{\partial}{\partial s_A} \frac{\delta L^*_A}{\delta s_A} + \sum_{0 \leq k \leq N} \frac{\partial}{\partial \tau_{r_k}} \frac{\delta L^*_A}{\partial c^{r_k}},
\]
\[
\varpi_e = \delta_{KT} + \frac{\partial}{\partial s_A} \delta L^*_A \frac{\delta L^*_A}{\delta s_A}
\]
of the gauge and Koszul–Tate operators, respectively. However, the Lagrangian $L_e$ need not satisfy the master equation. Therefore, let us consider its extension
\[
L_E = L_e + L' = L + L_1 + L_2 + \cdots
\]
by means of even densities $L_i$, $i \geq 2$, of zero antifield number and polynomial degree $i$ in ghosts. The corresponding graded derivations (4.4.2) – (4.4.3) read
\[
\nu_E = \nu_e + \frac{\partial}{\partial s_A} \frac{\delta L'_{A}}{\delta s_A} + \sum_{0 \leq k \leq N} \frac{\partial}{\partial \tau_{r_k}} \frac{\delta L'_{A}}{\partial c^{r_k}},
\]
\[
\varpi_E = \varpi_e + \frac{\partial}{\partial s_A} \delta L'_{A} + \sum_{0 \leq k \leq N} \frac{\partial}{\partial \tau_{r_k}} \delta L'_{A} \delta c^{r_k}.
\]
4.4. BRST extended Lagrangian field theory

The Lagrangian $L_E$ (4.4.6) where $L + L_1 = L_e$ is called a proper extension of an original Lagrangian $L$. The following is a corollary of Theorem 4.4.1.

**Corollary 4.4.1.** A Lagrangian $L$ is extended to a proper solution $L_E$ (4.4.6) of the master equation only if the gauge operator $u$ (4.2.7) admits a nilpotent extension.

By virtue of condition (iv) of Theorem 4.4.1, this nilpotent extension is the derivation $\partial_E = e_E + e^r_E$ (4.4.4), called the KT-BRST operator. With this operator, the module of densities $P^{0,n}_{\infty}\{N\}$ is split into the KT-BRST complex

$$
\cdots \to P^{0,n}_{\infty}\{N\}_2 \to P^{0,n}_{\infty}\{N\}_1 \to P^{0,n}_{\infty}\{N\}_0 \to (4.4.9)
$$

Putting all ghosts zero, we obtain a cochain morphism of this complex onto the Koszul–Tate complex, extended to $P^{0,n}_{\infty}\{N\}$ and reversed into the cochain one. Letting all antifields zero, we come to a cochain morphism of the KT-BRST complex (4.4.9) onto the cochain sequence (4.2.7), where the gauge operator is extended to the antifield-free part of the KT-BRST operator.

**Theorem 4.4.2.** If the gauge operator $u$ (4.2.7) can be extended to the BRST operator $b$ (4.3.1), then the master equation has a non-trivial proper solution

$$
L_E = L_e + \sum_{1 \leq k \leq N} \gamma^{r_{k-1}} \tau^{r_k} \omega = (4.4.10)
$$

$$
L + b\left(\sum_{0 \leq k \leq N} c^{r_{k-1}} \tau^{r_k}\right) \omega + d_H \sigma.
$$

**Proof.** By virtue of Theorem 4.3.1, if the BRST operator $b$ (4.3.1) exists, the densities $\Delta_{r_k}$ (4.1.28) contain only the terms $G_{r_k}$ linear in antifields. It follows that the extended Lagrangian $L_e$ (4.2.9) and, consequently, the Lagrangian $L_E$ (4.4.10) are affine in antifields. In this case, we have

$$
u^A = \bar{\delta}^A(L_e), \quad \nu^{r_k} = \bar{\delta}^{r_k}(L_e)
$$

for all indices $A$ and $r_k$ and, consequently,

$$
b^A = \bar{\delta}^A(L_E), \quad b^{r_k} = \bar{\delta}^{r_k}(L_E),
$$

where $\bar{\delta}$ is the BRST differential.
Lagrangian BRST theory

i.e., $b = v_E$ is the graded derivation (4.4.7) defined by the Lagrangian $L_E$. Its nilpotency condition takes the form

$$b(\tilde{\delta}^A(L_E)) = 0, \quad b(\tilde{\delta}^{r_k}(L_E)) = 0.$$ 

Hence, we obtain

$$b(L_E) = b(\tilde{\delta}^A(L_E)\varpi_A + \tilde{\delta}^{r_k}(L_E)\varpi_k) = 0,$$

i.e., $b$ is a variational symmetry of $L_E$. Consequently, $L_E$ obeys the master equation. □

For instance, let a gauge symmetry $u$ be Abelian, and let the higher-stage gauge symmetries be independent of original fields, i.e., $u(u) = 0$. Then $u = b$ and $L_E = L_e$.

The proper solution $L_E$ (4.4.10) of the master equation is called the BRST extension of an original Lagrangian $L$. As was mentioned above, it is a necessary step towards quantization of classical Lagrangian field theory in terms of functional integrals.

4.5 Appendix. Noether identities of differential operators

Noether identities of a Lagrangian system in Section 4.1 are particular Noether identities of differential operators which are described in homology terms as follows [141].

Let $E \to X$ be a vector bundle, and let $E$ be a $E$-valued $k$-order differential operator on a fibre bundle $Y \to X$ in accordance with Definition 1.6.2. It is represented by a section $\mathcal{E}^n$ (1.6.5) of the pull-back bundle (1.6.4) endowed with bundle coordinates $(x^\lambda, y_\Sigma^j, \chi^a)$, $0 \leq |\Sigma| \leq k$.

**Definition 4.5.1.** One says that a differential operator $E$ obeys Noether identities if there exist an $r$-order differential operator $\Phi$ on the pull-back bundle

$$E_Y = Y \times E \to X$$  \hspace{1cm} (4.5.1)

such that its restriction onto $E$ is a linear differential operator and its kernel contains $E$, i.e.,

$$\Phi = \sum_{0 \leq |\lambda|} \phi^\lambda a_{\lambda}^a, \quad \sum_{0 \leq |\lambda|} \phi^\lambda E_a^\lambda = 0.$$  \hspace{1cm} (4.5.2)
Any differential operator admits Noether identities, e.g.,
\[
\Phi = \sum_{0 \leq |\Lambda|, |\Sigma|} T_{ab}^{\Lambda \Sigma} d\Sigma \partial_c \chi^a_{\Lambda}, \quad T_{ab}^{\Lambda \Sigma} = -T_{ba}^{\Lambda \Sigma}. \tag{4.5.3}
\]
Therefore, they must be separated into the trivial and non-trivial ones.

**Lemma 4.5.1.** One can associate to \( \mathcal{E} \) a chain complex whose boundaries vanish on \( \text{Ker} \mathcal{E} \).

**Proof.** Let us consider the composite graded manifold \((Y, \mathfrak{A}_{E_Y})\) modelled over the vector bundle \(E_Y \to Y\). Let \(S^0_{\infty}[E_Y; Y]\) be the ring of graded functions on the infinite order jet manifold \(J^\infty Y\) possessing the local generating basis \((y^i, \varepsilon^a)\) of Grassmann parity \([\varepsilon^a] = 1\) (see Section 3.4). It is provided with the nilpotent graded derivation \(\overline{\partial} = \partial_a \mathcal{E}^a\).

\[
\overline{\partial} = \partial_a \mathcal{E}^a. \tag{4.5.4}
\]
whose definition is independent of the choice of a local basis. Then we have the chain complex
\[
0 \rightarrow \text{Im} \overline{\partial} \leftarrow S^0_{\infty}[E_Y; Y]_1 \leftarrow S^0_{\infty}[E_Y; Y]_2 \tag{4.5.5}
\]
of graded functions of antifield number \(k \leq 2\). Its one-boundaries \(\overline{\partial} \Phi\), \(\Phi \in S^0_{\infty}[E_Y; Y]_2\), by very definition, vanish on \(\text{Ker} \mathcal{E}\).

Every one-cycle
\[
\Phi = \sum_{0 \leq |\Lambda|} \Phi_\Lambda \varepsilon^a_{\Lambda} \in S^0_{\infty}[E_Y; Y]_1 \tag{4.5.6}
\]
of the complex \(4.5.5\) defines a linear differential operator on pull-back bundle \(E_Y\) (4.5.1) such that it is linear on \(E\) and its kernel contains \(\mathcal{E}\), i.e.,
\[
\delta \Phi = 0, \quad \sum_{0 \leq |\Lambda|} \Phi_\Lambda d_{\Lambda} \mathcal{E}^a = 0. \tag{4.5.7}
\]
In accordance with Definition 4.5.1, the one-cycles \(4.5.6\) define the Noether identities \(4.5.7\) of a differential operator \(\mathcal{E}\). These Noether identities are trivial if a cycle is a boundary, i.e., it takes the form \(4.5.3\). Accordingly, non-trivial Noether identities modulo the trivial ones are associated to elements of the homology \(H_1(\delta)\) of the complex \(4.5.6\).

A differential operator is called **degenerate** if it obeys non-trivial Noether identities.

One can say something more if the \(\mathcal{O}^0_{\infty} Y\)-module \(H_1(\delta)\) is finitely generated, i.e., it possesses the following particular structure. There are elements
\[ \Delta \in H_1(\delta) \] making up a projective \( C^\infty(X) \)-module \( \mathcal{C}_{(0)} \) of finite rank which, by virtue of the Serre–Swan theorem 10.9.3, is isomorphic to the module of sections of some vector bundle \( E_0 \to X \). Let \( \{ \Delta^r \} \):

\[ \Delta^r = \sum_{0 \leq |\Lambda|} \Delta^a_{\Lambda^r} \mu^a_{\Lambda^r} \in \mathcal{O}_X^0, \]

be local bases for this \( C^\infty(X) \)-module. Then every element \( \Phi \in H_1(\delta) \) factorizes as

\[ \Phi = \sum_{0 \leq |\Xi|} G^r_{\Xi} d_{\Xi} \Delta^r, \quad G^r_{\Xi} \in \mathcal{O}_X^0, \]

through elements of \( \mathcal{C}_{(0)} \), i.e., any Noether identity (4.5.7) is a corollary of the Noether identities

\[ \sum_{0 \leq |\Lambda|} \Delta^a_{\Lambda^r} d_{\Lambda^r} \mathcal{E}^a = 0, \]

called complete Noether identities.

**Notation 4.5.1.** Given an integer \( N \geq 1 \), let \( E_1, \ldots, E_N \) be vector bundles over \( X \). Let us denote

\[ \mathcal{P}_0^{\infty}(N) = S_0^\infty[E_{N-1} \oplus \cdots \oplus E_1 \oplus \mathcal{E}_Y; \mathcal{Y} \times E_0 \oplus \cdots \oplus E_N], \]

if \( N \) is even and

\[ \mathcal{P}_0^{\infty}(N) = S_0^\infty[E_{N} \oplus \cdots \oplus E_1 \oplus \mathcal{E}_Y; \mathcal{Y} \times E_0 \oplus \cdots \oplus E_{N-1}], \]

if \( N \) is odd.

**Lemma 4.5.2.** If the homology \( H_1(\delta) \) of the complex (4.5.5) is finitely generated, this complex can be extended to the one-exact complex (4.5.12) with a boundary operator whose nilpotency conditions are equivalent to complete Noether identities.

**Proof.** Let us consider the graded commutative ring \( \mathcal{P}_0^{\infty}\{0\} \) (see Notation 4.5.1). It possesses the local generating basis \( \{ y^r, \varepsilon^a, \varepsilon^r \} \) of Grassmann parity \( [\varepsilon^r] = 0 \) and antifield number \( \text{Ant}[\varepsilon^r] = 2 \). This ring is provided with the nilpotent graded derivation

\[ \delta_0 = \delta + \partial, \]

Its nilpotency conditions are equivalent to the complete Noether identities (4.5.10). Then the module \( \mathcal{P}_0^{\infty}\{0\} \leq 3 \) of graded functions of antifield number \( \leq 3 \) is decomposed into the chain complex

\[ 0 \to \text{Im} \delta \xrightarrow{\delta} S_0^\infty[\mathcal{E}_Y; \mathcal{Y}] \xrightarrow{\delta_0} \mathcal{P}_0^{\infty}\{0\} \xrightarrow{\delta_0} \mathcal{P}_0^{\infty}\{0\}. \]
Let $H_*(\delta_0)$ denote its homology. We have

$$H_0(\delta_0) = H_0(\delta) = 0.$$  

Furthermore, any one-cycle $\Phi$ up to a boundary takes the form (4.5.9) and, therefore, it is a $\delta_0$-boundary

$$\Phi = \sum_{0 \leq |\Sigma|} G^\Sigma_r d_\Sigma \Delta^\Sigma = \delta_0 \left( \sum_{0 \leq |\Sigma|} G^\Sigma_r e^\Sigma \right).$$

Hence, $H_1(\delta_0) = 0$, i.e., the complex (4.5.12) is one-exact. \[\square\]

Let us consider the second homology $H_2(\delta_0)$ of the complex (4.5.12). Its two-chains read

$$\Phi = G + H = \sum_{0 \leq |\Lambda|} G^\Lambda_r e^\Lambda + \sum_{0 \leq |\Lambda|,|\Sigma|} H^{\Lambda\Sigma}_a e^\Lambda e^\Sigma.$$  

Its two-cycles define the first-stage Noether identities

$$\delta_0 \Phi = 0, \quad \sum_{0 \leq |\Lambda|} G^\Lambda_r d_\Lambda \Delta^\Lambda + \delta H = 0.$$  

Conversely, let the equality (4.5.14) hold. Then it is a cycle condition of the two-chain (4.5.13). The first-stage Noether identities (4.5.14) are trivial either if a two-cycle $\Phi$ (4.5.13) is a boundary or its summand $G$ vanishes on $\text{Ker} E$.

**Lemma 4.5.3.** First-stage Noether identities can be identified with non-trivial elements of the homology $H_2(\delta_0)$ if and only if any $\delta$-cycle $\Phi \in S^{[0,\infty]}_E[Y;Y]_2$ is a $\delta_0$-boundary.

**Proof.** The proof is similar to that of Lemma 4.1.3 \[141\]. \[\square\]

A degenerate differential operator is called reducible if there exist non-trivial first-stage Noether identities.

If the condition of Lemma 4.5.3 is satisfied, let us assume that non-trivial first-stage Noether identities are finitely generated as follows. There exists a graded projective $C^\infty(X)$-module $\mathcal{C}_{(1)} \subset H_2(\delta_0)$ of finite rank possessing a local basis $\Delta_{(1)}$:

$$\Delta^r = \sum_{0 \leq |\Lambda|} \Delta^{Ar_1}_a e^r + h^r,$$

such that any element $\Phi \in H_2(\delta_0)$ factorizes as

$$\Phi = \sum_{0 \leq |\Xi|} \Phi^{\Xi}_r d_\Xi \Delta^r.$$  

(4.5.15)
Lagrangian BRST theory through elements of $\mathcal{C}_{(1)}$. Thus, all non-trivial first-stage Noether identities (4.5.14) result from the equalities

$$\sum_{0 \leq |\Lambda|} \Delta^{r_1 \Lambda} d_{\Lambda} \Delta^r + \delta h^{r_1} = 0,$$

(4.5.16)
called the complete first-stage Noether identities.

**Lemma 4.5.4.** If non-trivial first-stage Noether identities are finitely generated, the one-exact complex (4.5.12) is extended to the two-exact one (4.5.18) with a boundary operator whose nilpotency conditions are equivalent to complete Noether and first-stage Noether identities.

**Proof.** By virtue of Serre–Swan Theorem 10.9.3, the module $\mathcal{C}_{(1)}$ is isomorphic to a module of sections of some vector bundle $E_1 \to X$. Let us consider the ring $P_{0 \infty} \{1\}$ of graded functions on $J_{\infty} Y$ possessing the local generating bases $\{y^r, \varepsilon^a, \varepsilon^r, \varepsilon^{r_1}\}$ of Grassmann parity $[\varepsilon^{r_1}] = 1$ and antifield number $\text{Ant}[\varepsilon^{r_1}] = 3$. It can be provided with the nilpotent graded derivation

$$\delta_1 = \delta_0 + \partial_{r_1} \Delta^{r_1}.$$

(4.5.17)

Its nilpotency conditions are equivalent to the complete Noether identities (4.5.10) and the complete first-stage Noether identities (4.5.16). Then the module $P_{0 \infty} \{1\}_{\leq 4}$ of graded functions of antifield number $\leq 4$ is decomposed into the chain complex

$$0 \to \text{Im} \delta \xrightarrow{\delta} S_\infty \{E_Y; Y\}_{1} \xrightarrow{\delta_0} P_{0 \infty} \{0\}_{2} \xrightarrow{\delta_1} P_{0 \infty} \{1\}_{3} \xrightarrow{\delta_1} P_{0 \infty} \{1\}_{4}. \quad (4.5.18)$$

Let $H_*(\delta_1)$ denote its homology. It is readily observed that

$$H_0(\delta_1) = H_0(\delta) = 0, \quad H_1(\delta_1) = H_1(\delta_0) = 0.$$

By virtue of the expression (4.5.15), any two-cycle of the complex (4.5.18) is a boundary

$$\Phi = \sum_{0 \leq |\Xi|} \Phi_{r_1} d_{\Xi} \Delta^{r_1} = \delta_1 \left( \sum_{0 \leq |\Xi|} \Phi_{r_1} \varepsilon^{r_1} \Xi \right).$$

It follows that $H_2(\delta_1) = 0$, i.e., the complex (4.5.18) is two-exact. □

If the third homology $H_3(\delta_1)$ of the complex (4.5.18) is not trivial, its elements correspond to second-stage Noether identities, and so on. Iterating the arguments, we come to the following.
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A degenerate differential operator \( \mathcal{E} \) is called \( N \)-stage reducible if it admits finitely generated non-trivial \( N \)-stage Noether identities, but no non-trivial \((N+1)\)-stage ones. It is characterized as follows [141].

- There are graded vector bundles \( E_0, \ldots, E_N \) over \( X \), and the graded commutative ring \( \mathcal{S}_\infty^{0}[E_{Y};Y] \) is enlarged to the graded commutative ring \( \mathcal{P}_\infty^0\{N\} \) with the local generating basis

\[
(y^i, \varepsilon^a, \varepsilon^r, \varepsilon^{r_1}, \ldots, \varepsilon^{r_N})
\]
of Grassmann parity \( [\varepsilon^r] = (k + 1) \mod 2 \) and antifield number \( \text{Ant}[\varepsilon^r] = k + 2 \).

- The graded commutative ring \( \mathcal{P}_\infty^0\{N\} \) is provided with the nilpotent right graded derivation

\[
\delta_{\text{KT}} = \delta_N = \delta_0 + \sum_{1 \leq k \leq N} \partial_{r_k} \Delta^r_k,
\]

\[
\Delta^r_k = \sum_{0 \leq |\Lambda|} \Delta_{r_k-1} \varepsilon^r_{\Lambda} + \sum_{0 \leq \Sigma, 0 \leq \Xi} \left( h_{ar_k-2} \varepsilon^r_{\Xi} \varepsilon^r_{\Sigma} + \ldots \right),
\]
of antifield number \(-1\).

- With this graded derivation, the module \( \mathcal{P}_\infty^0\{N\}_{(N+3)} \) of graded functions of antifield number \( \leq (N + 3) \) is decomposed into the exact Koszul–Tate complex

\[
0 \leftarrow \text{Im} \delta \leftarrow \mathcal{P}_\infty[0] \xleftarrow{\delta_0} \mathcal{P}_\infty^0\{1\} \xleftarrow{\delta_1} \mathcal{P}_\infty^0\{2\} \cdots \xleftarrow{\delta_{N-1}} \mathcal{P}_\infty^0\{N-1\}_{N+1} \xleftarrow{\delta_{\text{KT}}} \mathcal{P}_\infty^0\{N\}_{N+2} \xleftarrow{\delta_{\text{KT}}} \mathcal{P}_\infty\{N\}_{N+3},
\]

which satisfies the following homology regularity condition.

**Condition 4.5.1.** Any \( \delta_{k < N-1} \)-cycle

\[
\Phi \in \mathcal{P}_\infty^0\{k\}_{k+3} \subset \mathcal{P}_\infty^0\{k+1\}_{k+3}
\]
is a \( \delta_{k+1} \)-boundary.

- The nilpotentness \( \delta_{\text{KT}}^2 = 0 \) of the Koszul–Tate operator (4.5.19) is equivalent to the complete non-trivial Noether identities (4.5.10) and the complete non-trivial \((k \leq N)\)-stage Noether identities

\[
\sum_{0 \leq |\Lambda|} \Delta_{r_k-1} \varepsilon^r_{\Lambda} \left( \sum_{0 \leq |\Sigma|} \Delta_{r_k-2} \varepsilon^r_{\Sigma} \right) + \sum_{0 \leq \Sigma, 0 \leq \Xi} \left( h_{ar_k-2} \varepsilon^r_{\Xi} \varepsilon^r_{\Sigma} \right) = 0.
\]
Let us study the following example of reducible Noether identities of a differential operator which is relevant to topological BF theory (Section 8.3).

**Example 4.5.1.** Let us consider the fibre bundles

\[ Y = X \times \mathbb{R}, \quad E = \mathbb{R} \wedge TX, \quad 2 < n, \]  

(4.5.22)

directed by \((x^\lambda, y)\) and \((x^\lambda, \chi^{\mu_1 \cdots \mu_{n-1}})\), respectively. We study the \(E\)-valued differential operator

\[ E^{\mu_1 \cdots \mu_{n-1}} = -\epsilon^{\mu_1 \cdots \mu_{n-1}} y_\mu, \]  

(4.5.23)

where \(\epsilon\) is the Levi–Civita symbol. It defines the first order differential equation

\[ d_H y = 0 \]  

(4.5.24)

on the fibre bundle \(Y\) (4.5.22).

Putting

\[ E_Y = \mathbb{R} \times n^{-1} \wedge TX, \]

let us consider the graded commutative ring \(S^*_\infty[Y; E_Y]\) of graded functions on \(J^\infty Y\). It possesses the local generating basis \((y, \epsilon^{\mu_1 \cdots \mu_{n-1}})\) of Grassmann parity \([\epsilon^{\mu_1 \cdots \mu_{n-1}}] = 1\) and antifield number \(\text{Ant}[\epsilon^{\mu_1 \cdots \mu_{n-1}}] = 1\). With the nilpotent derivation

\[ \delta = \frac{\partial}{\partial \epsilon^{\mu_1 \cdots \mu_{n-1}}} E^{\mu_1 \cdots \mu_{n-1}}, \]  

we have the complex (4.5.5). Its one-chains read

\[ \Phi = \sum_{0 \leq |\Lambda|} \Phi^\Lambda_{\mu_1 \cdots \mu_{n-1}} \epsilon^{\mu_1 \cdots \mu_{n-1}} \]  

and the cycle condition \(\delta \Phi = 0\) takes the form

\[ \Phi^\Lambda_{\mu_1 \cdots \mu_{n-1}} E^{\mu_1 \cdots \mu_{n-1}} \]  

(4.5.25)

This equality is satisfied if and only if

\[ \Phi^\Lambda_{\mu_1 \cdots \mu_{n-1}} E^{\mu_1 \cdots \mu_{n-1}} = -\Phi^\Lambda_{\lambda_1 \cdots \lambda_k \mu_1 \cdots \mu_{n-1}} \epsilon^{\lambda_1 \mu_1 \cdots \mu_{n-1}}. \]

It follows that \(\Phi\) factorizes as

\[ \Phi = \sum_{0 \leq |\Xi|} G^\Xi_{\nu_2 \cdots \nu_{n-1}} d_\Xi \Delta^{\nu_2 \cdots \nu_{n-1}} \omega \]
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through graded functions

\[ \Delta^{\nu_2 \ldots \nu_{n-1}} = \Delta^{\lambda \alpha_1 \ldots \alpha_{n-1}} \varepsilon^\lambda \alpha_1 \ldots \alpha_{n-1} = \]

\[ \delta^\lambda_{\alpha_1} \delta^\alpha_2 \ldots \delta^\alpha_{n-1} \varepsilon^\lambda_{\alpha_1 \ldots \alpha_{n-1}} = d_{\nu_1} \varepsilon^{\nu_2 \ldots \nu_{n-1}}, \]

which provide the complete Noether identities

\[ d_{\nu_1} \varepsilon^{\nu_2 \ldots \nu_{n-1}} = 0. \] (4.5.27)

They can be written in the form

\[ d_H d_H y = 0. \] (4.5.28)

The graded functions (4.5.26) form a basis for a projective $C^\infty(X)$-module of finite rank which is isomorphic to the module of sections of the vector bundle

\[ E_0 = \wedge^{n-2} TX. \]

Therefore, let us extend the graded commutative ring $S_0^\infty[E_Y; Y]$ to that $P_0^*\{0\}$ (see Notation 4.5.1) possessing the local generating basis

\[ (y, \varepsilon^{\mu_1 \ldots \mu_{n-1}}, \varepsilon^{\mu_2 \ldots \mu_{n-1}}), \]

where $\varepsilon^{\mu_2 \ldots \mu_{n-1}}$ are even antifields of antifield number 2. We have the nilpotent graded derivation

\[ \delta_0 = \delta + \frac{\partial}{\partial \varepsilon^{\mu_2 \ldots \mu_{n-1}}} \Delta^{\mu_2 \ldots \mu_{n-1}} \]

of $P_0^\infty\{0\}$. Its nilpotency is equivalent to the complete Noether identities (4.5.27). Then we obtain the one-exact complex (4.5.12).

Iterating the arguments, let us consider the vector bundles

\[ E_k = \wedge^{n-k-2} TX, \quad k = 1, \ldots, n-3, \]

\[ E_{N=n-2} = X \times \mathbb{R} \]

and the graded commutative ring $P_0^\infty\{N\}$ (see Notation 4.5.1), possessing the local generating basis

\[ (y, \varepsilon^{\mu_1 \ldots \mu_{n-1}}, \varepsilon^{\mu_2 \ldots \mu_{n-1}}, \ldots, \varepsilon^{\mu_{n-1}}, \varepsilon) \]

of Grassmann parity

\[ [\varepsilon^{\mu_{k+2} \ldots \mu_{n-1}}] = k \mod 2, \quad [\varepsilon] = n, \]

and of antifield number

\[ \text{Ant}[\varepsilon^{\mu_{k+2} \ldots \mu_{n-1}}] = k + 2, \quad \text{Ant}[\varepsilon] = n. \]
Lagrangian BRST theory

It is provided with the nilpotent graded derivation
\[ \delta_{KT} = \delta_0 + \sum_{1 \leq k \leq n-3} \frac{\partial}{\partial \varepsilon^{\mu_k + 2 \cdots \mu_{n-3}}} + \frac{\partial}{\partial \varepsilon} d_{\mu_{n-1}} \varepsilon^{\mu_{n-1}}, \quad (4.5.29) \]
of antifield number -1. Its nilpotency results from the complete Noether identities (4.5.27) and the equalities
\[ d_{\mu_{k+2}} \Delta_{\mu_{k+2} \cdots \mu_{n-1}} = 0, \quad k = 0, \ldots, n-3, \quad (4.5.30) \]
which are the \((k+1)\)-stage Noether identities (4.5.21). Then the Koszul–Tate complex (4.5.20) reads
\[ 0 \leftarrow \text{Im} \delta_{KT} \delta_{KT} \leftarrow S_\infty [E_Y; Y]_1 \delta_{KT} \rho_\infty^0 \{0\}_2 \delta_{KT} \rho_\infty^0 \{1\}_3 \cdots (4.5.31) \]
It obeys Condition 4.5.1 as follows.

**Lemma 4.5.5.** Any \(\delta_k\)-cycle \(\Phi \in \rho_\infty^0 \{k\}_{k+3}\) up to a \(\delta_k\)-boundary takes the form
\[ \Phi = \sum_{(k_1 + \cdots + k_i = k+3)} \sum_{(0 \leq |A_1|, \ldots, |A_i|)} G_{\mu_1^{k_1+2} \cdots \mu_{n-1}^{k_i+2} \cdots \mu_{n-1}}^{A_1 \cdots A_i} \Delta_{\mu_{j+1} \cdots \mu_{n-1}} \quad (4.5.32) \]
where \(k_j = -1\) stands for \(\varepsilon^{\mu_{j+1} \cdots \mu_{n-1}}\) and
\[ \Delta_{\mu_{j+1} \cdots \mu_{n-1}} = \varepsilon^{\mu_{j+1} \cdots \mu_{n-1}}. \]
It follows that \(\Phi\) is a \(\delta_{k+1}\)-boundary.

**Proof.** Let us choose some basis element \(\varepsilon^{\mu_{k+2} \cdots \mu_{n-1}}\) and denote it, simply, by \(\varepsilon\). Let \(\Phi\) contain a summand \(\phi_1 \varepsilon\), linear in \(\varepsilon\). Then the cycle condition reads
\[ \delta_k \Phi = \delta_k (\Phi - \phi_1 \varepsilon) + (-1)^{|\varepsilon|} \delta_k (\phi_1 \varepsilon) + \phi \Delta = 0, \quad \Delta = \delta_k \varepsilon. \]
It follows that \(\Phi\) contains a summand \(\psi \Delta\) such that
\[ (-1)^{|\varepsilon|+1} \delta_k (\psi) \Delta + \phi \Delta = 0. \]
This equality implies the relation
\[ \phi_1 = (-1)^{|\varepsilon|+1} \delta_k (\psi) \quad (4.5.33) \]
because the reduction conditions (4.5.30) involve total derivatives of $\Delta$, but not $\Delta$. Hence,

$$\Phi = \Phi' + \delta_k(\psi \varepsilon),$$

where $\Phi'$ contains no term linear in $\varepsilon$. Furthermore, let $\varepsilon$ be even and $\Phi$ have a summand $\sum \phi_r \varepsilon^r$ polynomial in $\varepsilon$. Then the cycle condition leads to the equalities

$$\phi_r \Delta = -\delta_k \phi_{r-1}, \quad r \geq 2.$$ 

Since $\phi_1$ (4.5.33) is $\delta_k$-exact, then $\phi_2 = 0$ and, consequently, $\phi_{r>2} = 0$. Thus, a cycle $\Phi$ up to a $\delta_k$-boundary contains no term polynomial in $\varepsilon$. It reads

$$\Phi = \sum_{(k_1+\ldots+k_i+3i=k+3)} \sum_{0<|\Lambda_1|,\ldots,|\Lambda_i|} G_{\Lambda_1}^{\Lambda_1} \cdots G_{\Lambda_i}^{\Lambda_i} \varepsilon_{\Lambda_1}^{\mu_{k+2}^{1}} \cdots \varepsilon_{\Lambda_i}^{\mu_{n-1}^{i}} \Delta_{\mu_{k+2}^{1} \cdots \mu_{n-1}^{i}}.$$ 

However, the terms polynomial in $\varepsilon$ may appear under general coordinate transformations

$$\varepsilon^{\nu_{k+2} \cdots \nu_{n-1}} = \text{det} \left( \frac{\partial x^\alpha}{\partial x'^\beta} \right) \frac{\partial x^{\nu_{k+2}}}{\partial x'^{\mu_{k+2}}} \cdots \frac{\partial x^{\nu_{n-1}}}{\partial x'^{\mu_{n-1}}} \varepsilon^{\mu_{k+2} \cdots \mu_{n-1}},$$

of a chain $\Phi$ (4.5.34). In particular, $\Phi$ contains the summand

$$\sum_{k_1+\ldots+k_i+3i=k+3} F_{\nu_{k+2} \cdots \nu_{n-1}}^{\nu_1^{1} \cdots \nu_i^{i}} \varepsilon^{\nu_1^{1} \cdots \nu_i^{i}},$$

which must vanish if $\Phi$ is a cycle. This takes place only if $\Phi$ factorizes through the graded densities $\Delta_{\mu_{k+2} \cdots \mu_{n-1}}$ (4.5.29) in accordance with the expression (4.5.32). □

Following the proof of Lemma 4.5.5, one also can show that any $\delta_k$-cycle $\Phi \in \mathcal{P}_k(\kappa)$ up to a boundary takes the form

$$\Phi = \sum_{0<|\Lambda|} G_{\mu_{k+2} \cdots \mu_{n-1}}^{\Lambda} \Delta_{\mu_{k+2} \cdots \mu_{n-1}},$$

i.e., the homology $H_{k+2}(\delta_k)$ of the complex (4.5.31) is finitely generated by the cycles $\Delta_{\mu_{k+2} \cdots \mu_{n-1}}$. 
Chapter 5

Gauge theory on principal bundles

Classical gauge theory is adequately formulated as Lagrangian field theory on principal and associated bundles where gauge potentials are identified with principal connections. The reader is referred, e.g., to [38; 92; 147] for the standard exposition of geometry of principal bundles. In this Chapter, we present gauge theory on principal bundles as a particular Lagrangian field theory on fibre bundles formulated in terms of jet manifolds [112]. The main ingredient in this formulation is the bundle of principal connections \( C = J^1P/G \) whose sections are principal connections on a principal bundle \( P \) with a structure group \( G \). Its first order jet manifold \( J^1C \) plays the role of a configuration space of gauge theory.

5.1 Geometry of Lie groups

Let \( G \) be a topological group which is not reduced to the unit element \( 1 \). Let \( V \) be a topological space. By a continuous action of \( G \) on \( V \) on the left is meant a continuous map

\[
\zeta : G \times V \to V
\]  

(5.1.1)

such that

\[
\zeta(g'g, v) = \zeta(g', \zeta(g, v)).
\]

If there is no danger of confusion, we denote \( \zeta(g, v) = gv \). One says that a group \( G \) acts on \( V \) on the right if the map (5.1.1) obeys the relations

\[
\zeta(g'g, v) = \zeta(g, \zeta(g', v)).
\]

In this case, we agree to write \( \zeta(g, v) = vg \).
Remark 5.1.1. Strictly speaking, by an action of a group $G$ on $V$ is meant a class of morphisms $\zeta$ (5.1.1) which differ from each other in inner automorphisms of $G$, that is,

$$\zeta'(g, v) = \zeta(g^{-1}gg', v)$$

for some element $g' \in G$.

An action of $G$ on $V$ is called:

- **effective** if there is no $g \neq 1$ such that $\zeta(g, v) = v$ for all $v \in V$,
- **free** if, for any two elements $v, v' \in V$, there exists an element $g \in G$ such that $\zeta(g, v) = v'$,
- **transitive** if there is no element $v \in V$ such that $\zeta(g, v) = v$ for all $g \in G$.

Unless otherwise stated, an action of a group is assumed to be effective. If an action $\zeta$ (5.1.1) of $G$ on $V$ is transitive, then $V$ is called the **homogeneous space**, homeomorphic to the quotient $V = G/H$ of $G$ with respect to some subgroup $H \subset G$. If an action $\zeta$ is both free and transitive, then $V$ is homeomorphic to the group space of $G$. For instance, this is the case of action of $G$ on itself by left ($\zeta = L_G$) and right ($\zeta = R_G$) multiplications.

Let $G$ be a connected real Lie group of finite dimension $\dim G > 0$. A vector field $\xi$ on $G$ is called **left-invariant** if

$$\xi(g) = TL_g(\xi(1)), \quad g \in G,$$

where $TL_g$ denotes the tangent morphism to the map

$$L_g : G \rightarrow gG.$$

Accordingly, **right-invariant** vector fields $\xi$ on $G$ obey the condition

$$\xi(g) = TR_g(\xi(1)),$$

where $TR_g$ is the tangent morphism to the map

$$T_g : G \rightarrow gG.$$

Let $\mathfrak{g}_L$ (resp. $\mathfrak{g}_R$) denote the Lie algebra of left-invariant (resp. right-invariant) vector fields on $G$. They are called the **left** and **right** Lie algebras of $G$, respectively. Every left-invariant vector field $\xi_L(g)$ (resp. a right-invariant vector field $\xi_R(g)$) can be associated to the element $v = \xi_L(1)$ (resp. $v = \xi_R(1)$) of the tangent space $T_1G$ at the unit $1$ of $G$. Accordingly, this tangent space is provided both with left and right Lie algebra structures. For instance, given $v \in T_1G$, let $v_L(g)$ and $v_R(g)$ be the corresponding left-invariant and right-invariant vector fields on $G$, respectively. There is the relation

$$v_L(g) = (TL_g \circ TR_g^{-1})(v_R(g)).$$
5.1. Geometry of Lie groups

Let \( \{ \epsilon_m = \epsilon_m(1) \} \) (resp. \( \{ \epsilon_m = \epsilon_m(1) \} \)) denote the basis for the left (resp. right) Lie algebra, and let \( c^k_{mn} \) be the right structure constants:

\[
[\epsilon_m, \epsilon_n] = c^k_{mn} \epsilon_k.
\]

The map \( g \rightarrow g^{-1} \) yields an isomorphism

\[
\mathfrak{g} \ni \epsilon_m \rightarrow \epsilon_m = -\epsilon_m \in \mathfrak{g}_r
\]

of left and right Lie algebras.

The tangent bundle \( \pi_G : TG \rightarrow G \)

of a Lie group \( G \) is trivial because of the isomorphisms

\[
\begin{align*}
\varrho_l : TG \ni q &\rightarrow (g = \pi_G(q), TL_g^{-1}(q)) \in G \times \mathfrak{g}_l, \\
\varrho_r : TG \ni q &\rightarrow (g = \pi_G(q), TR_g^{-1}(q)) \in G \times \mathfrak{g}_r.
\end{align*}
\]

Let \( \zeta \) (5.1.1) be a smooth action of a Lie group \( G \) on a smooth manifold \( V \). Let us consider the tangent morphism \( T\zeta \):

\[
TG \times TV \rightarrow TV
\]

(5.1.3)

to this action. Given an element \( g \in G \), the restriction of \( T\zeta \) (5.1.3) to \( (g, 0) \times TV \) is the tangent morphism \( T\zeta_g \) to the map

\[
\zeta_g : g \times V \rightarrow V.
\]

Therefore, the restriction

\[
T\zeta_G : \hat{0}(G) \times TV \rightarrow TV
\]

(5.1.4)

of the tangent morphism \( T\zeta \) (5.1.3) to \( \hat{0}(G) \times TV \) (where \( \hat{0} \) is the canonical zero section of \( TG \rightarrow G \)) is called the tangent prolongation of a smooth action of \( G \) on \( V \).

In particular, the above mentioned morphisms

\[
TL_g = TL_g|_{(g, 0) \times TG}, \quad TR_g = TR_g|_{(g, 0) \times TG}
\]

are of this type. For instance, the morphism \( TL_g \) (resp. \( TR_g \)) (5.1.4) defines the adjoint representation \( g \rightarrow Ad_g \) (resp. \( g \rightarrow Ad_{g^{-1}} \)) of a group \( G \) in its right Lie algebra \( \mathfrak{g}_r \) (resp. left Lie algebra \( \mathfrak{g}_l \)) and the identity representation in its left (resp. right) one.

Restricting \( T\zeta \) (5.1.3) to \( T_1 G \times \hat{0}(V) \), one obtains a homomorphism of the right (resp. left) Lie algebra of \( G \) to the Lie algebra \( T(V) \) of vector field on \( V \) if \( \zeta \) is a left (resp. right) action. We call this homomorphism a representation of the Lie algebra of \( G \) in \( V \). For instance, a vector field on a
manifold $V$ associated to a local one-parameter group $G$ of diffeomorphisms of $V$ (see Section 1.1.4) is exactly an image of such a homomorphism of the one-dimensional Lie algebra of $G$ to $\mathcal{T}(V)$.

In particular, the adjoint representation $\text{Ad}_g$ of a Lie group $G$ in its right Lie algebra $\mathfrak{g}_r$ yields the corresponding adjoint representation

$$
\epsilon' : \epsilon \mapsto \text{ad}_{\epsilon'}(\epsilon) = [\epsilon', \epsilon],
$$

$$
\text{ad}_{\epsilon n}(\epsilon_n) = \epsilon^k_{mn} \epsilon_k,
$$

(5.1.5)
of the right Lie algebra $\mathfrak{g}_r$ in itself. Accordingly, the adjoint representation of the left Lie algebra $\mathfrak{g}_l$ in itself reads

$$
\text{ad}_{\epsilon m}(\epsilon_n) = -\epsilon^k_{mn} \epsilon_k,
$$

(5.1.5) where $\epsilon^k_{mn}$ are the right structure constants (5.1.5).

**Remark 5.1.2.** Let $G$ be a matrix group, i.e., a subgroup of the algebra $M(V)$ of endomorphisms of some finite-dimensional vector space $V$. Then its Lie algebras are Lie subalgebras of $M(V)$. In this case, the adjoint representation $\text{Ad}_g$ of $G$ reads

$$
\text{Ad}_g(e) = g e g^{-1}, \quad e \in \mathfrak{g}.
$$

(5.1.6)

Let $\mathfrak{g}^*$ be the vector space, dual of the right Lie algebra $\mathfrak{g}_r$. It is called the Lie coalgebra, and is provided with the dual $\{\epsilon^m\}$ of the basis $\{\epsilon_m\}$ for $\mathfrak{g}_r$. The group $G$ and the right Lie algebra $\mathfrak{g}_r$ act on $\mathfrak{g}^*$ by the coadjoint representation

$$
(\text{Ad}^*_g(\epsilon^*), \epsilon) = (\epsilon^*, \text{Ad}_g^{-1}(\epsilon)), \quad \epsilon^* \in \mathfrak{g}^*, \quad \epsilon \in \mathfrak{g}_r,
$$

$$
(\text{ad}^*_\epsilon^*(\epsilon^*), \epsilon) = -\epsilon^*, [\epsilon', \epsilon]), \quad \epsilon' \in \mathfrak{g}_r,
$$

$$
\text{ad}^*_{\epsilon m}(\epsilon^n) = -\epsilon^k_{mn} \epsilon^k.
$$

(5.1.7)

An exterior form $\phi$ on a Lie group $G$ is said to be left-invariant (resp. right-invariant) if $\phi(1) = L^*_g(\phi(g))$ (resp. $\phi(1) = R^*_g(\phi(g))$). The exterior differential of a left-invariant (resp right-invariant) form is left-invariant (resp. right-invariant). In particular, the left-invariant one-forms satisfy the Maurer–Cartan equation

$$
d\phi(\epsilon, \epsilon') = -\frac{1}{2} \phi([\epsilon, \epsilon']), \quad \epsilon, \epsilon' \in \mathfrak{g}_l.
$$

(5.1.8)

There is the canonical $\mathfrak{g}_l$-valued left-invariant one-form

$$
\theta_l : T_1 G \ni \epsilon \mapsto \epsilon \in \mathfrak{g}_l
$$

(5.1.9)
5.2. Bundles with structure groups

Principal bundles are particular bundles with a structure group. Since equivalence classes of these bundles are topological invariants (see Theorem 5.2.5), we consider continuous bundles with a structure topological group.

Let $G$ be a topological group. Let

$$\pi : Y \to X \quad (5.2.1)$$

be a locally trivial continuous bundle (see Remark 1.1.1) whose typical fibre $V$ is provided with a certain left action (5.1.1) of a topological group $G$ (see Remark 5.1.1). Moreover, let $Y$ (5.2.1) admit an atlas

$$\Psi = \{(U_\alpha, \psi_\alpha), g_{\alpha\beta}\}, \quad \psi_\alpha = g_{\alpha\beta} \psi_\beta, \quad (5.2.2)$$

whose transition functions $g_{\alpha\beta}$ (1.1.3) factorize as

$$g_{\alpha\beta} : U_\alpha \cap U_\beta \times V \longrightarrow U_\alpha \cap U_\beta \times (G \times V) \quad (5.2.3)$$

through local continuous $G$-valued functions

$$g_{\alpha\beta}^G : U_\alpha \cap U_\beta \to G \quad (5.2.4)$$

on $X$. This means that transition morphisms $g_{\alpha\beta}(x)$ (1.1.6) are elements of $G$ acting on $V$. Transition functions (5.2.3) are called $G$-valued.

Provided with an atlas (5.2.2) with $G$-valued transition functions, a locally trivial continuous bundle $Y$ is called the bundle with a structure group $G$ or, in brief, a $G$-bundle. Two $G$-bundles $(Y, \Psi)$ and $(Y, \Psi')$ are called equivalent if their atlases $\Psi$ and $\Psi'$ are equivalent. Atlases $\Psi$ and $\Psi'$ with $G$-valued transition functions are said to be equivalent if and only if, given a common cover $\{U_i\}$ of $X$ for the union of these atlases, there exists a continuous $G$-valued function $g_i$ on each $U_i$ such that

$$\psi'_i(x) = g_i(x) \psi_i(x), \quad x \in U_i. \quad (5.2.5)$$

Remark 5.2.1. It may happen that a bundle $Y$ admits non-equivalent atlases $\Psi$ and $\Psi'$ with $G$-valued transition functions. Then the pairs $(Y, \Psi)$ and $(Y, \Psi')$ are regarded as non-equivalent $G$-bundles (see Remark 5.10.3).
Let \( h(X, G, V) \) denote the set of equivalence classes of continuous bundles over \( X \) with a structure group \( G \) and a typical fibre \( V \). In order to characterize this set, let us consider the presheaf \( G^0_{\{U\}} \) of continuous \( G \)-valued functions on a topological space \( X \). Let \( G^0_X \) be the sheaf of germs of these functions generated by the canonical presheaf \( G^0_{\{U\}} \), and let \( H^1(X; G^0_X) \) be the first cohomology of \( X \) with coefficients in \( G^0_X \) (see Remark 10.7.2). The group functions \( \rho^G_{\alpha\beta} \) (5.2.4) obey the cocycle condition
\[
\rho^G_{\alpha\beta}\rho^G_{\beta\gamma} = \rho^G_{\alpha\gamma}
\]
on overlaps \( U_\alpha \cap U_\beta \cap U_\gamma \) (cf. (10.7.12)) and, consequently, they form a one-cocycle \( \{\rho^G_{\alpha\beta}\} \) of the presheaf \( G^0_{\{U\}} \). This cocycle is a representative of some element of the first cohomology \( H^1(X; G^0_X) \) of \( X \) with coefficients in the sheaf \( G^0_X \) (see Remark 10.7.3).

Thus, any atlas of a \( G \)-bundle over \( X \) defines an element of the cohomology set \( H^1(X; G^0_X) \). Moreover, it follows at once from the condition (5.2.5) that equivalent atlases define the same element of \( H^1(X; G^0_X) \). Thus, there is an injection
\[
h(X, G, V) \rightarrow H^1(X; G^0_X) \quad (5.2.6)
\]
of the set of equivalence classes of \( G \)-bundles over \( X \) with a typical fibre \( V \) to the first cohomology \( H^1(X; G^0_X) \) of \( X \) with coefficients in the sheaf \( G^0_X \). Moreover, the injection (5.2.6) is a bijection as follows [80].

**Theorem 5.2.1.** There is one-to-one correspondence between the equivalence classes of \( G \)-bundles over \( X \) with a typical fibre \( V \) and the elements of the cohomology set \( H^1(X; G^0_X) \).

The bijection (5.2.6) holds for \( G \)-bundles with any typical fibre \( V \). Two \( G \)-bundles \( (Y, \Psi) \) and \( (Y', \Psi') \) over \( X \) with different typical fibres are called associated if the cocycles of transition functions of their atlases \( \Psi \) and \( \Psi' \) are representatives of the same element of the cohomology set \( H^1(X; G^0_X) \). Then Theorem 5.2.1 can be reformulated as follows.

**Theorem 5.2.2.** There is one-to-one correspondence between the classes of associated \( G \)-bundles over \( X \) and the elements of the cohomology set \( H^1(X; G^0_X) \).

Let \( f : X' \rightarrow X \) be a continuous map. Every continuous \( G \)-bundle \( Y \rightarrow X \) yields the pull-back bundle \( f^*Y \rightarrow X' \) (1.1.8) with the same structure group \( G \). Therefore, \( f \) induces the map
\[
[f] : H^1(X; G^0_X) \rightarrow H^1(X'; G^0_{X'}). 
\]
5.3. Principal bundles

**Theorem 5.2.3.** Given a continuous $G$-bundle $Y$ over a paracompact base $X$, let $f_1$ and $f_2$ be two continuous maps of $X'$ to $X$. If these maps are homotopic, the pull-back $G$-bundles $f_1^*Y$ and $f_2^*Y$ over $X'$ are equivalent [80; 147].

Let us return to smooth fibre bundles. Let $G$, dim $G > 0$, be a real Lie group which acts on a smooth manifold $V$ on the left. A smooth fibre bundle $Y$ (5.2.1) is called a bundle with a structure group $G$ if it is a continuous $G$-bundle possessing a smooth atlas $\Psi$ (5.2.2) whose transition functions factorize as those (5.2.2) through smooth $G$-valued functions (5.2.4).

**Example 5.2.1.** Any vector (resp. affine) bundle of fibre dimension $\dim V = m$ is a bundle with a structure group which is the general linear group $GL(m, \mathbb{R})$ (resp. the general affine group $GA(m, \mathbb{R})$).

Let $G^\infty_X$ be the sheaf of germs of smooth $G$-valued functions on $X$ and $H^1(X; G^\infty_X)$ the first cohomology of a manifold $X$ with coefficients in the sheaf $G^\infty_X$. The following theorem is analogous to Theorem 5.2.2.

**Theorem 5.2.4.** There is one-to-one correspondence between the classes of associated smooth $G$-bundles over $X$ and the elements of the cohomology set $H^1(X; G^\infty_X)$.

Moreover, since a smooth manifold is paracompact, one can show the following [80].

**Theorem 5.2.5.** There is a bijection

$$H^1(X; G^\infty_X) = H^1(X; G_0^\infty_X),$$

(5.2.7)

where a Lie group $G$ is treated as a topological group.

The bijection (5.2.7) enables one to classify smooth $G$-bundles as the continuous ones by means of topological invariants (see Section 8.1).

### 5.3 Principal bundles

Unless otherwise stated (see Section 8.1), we restrict our consideration to smooth bundles with a structure Lie group of non-zero dimension.

Given a real Lie group $G$, let

$$\pi_P : P \to X$$

(5.3.1)
be a $G$-bundle whose typical fibre is the group space of $G$, which a group $G$ acts on by left multiplications. It is called a principal bundle with a structure group $G$ or, simply, a principal bundle if there is no danger of confusion. Equivalently, a principal $G$-bundle is defined as a fibre bundle $P$ (5.3.1) which admits an action of $G$ on $P$ on the right by a fibrewise morphism

$$R_{GP} : G \times P \to P, \quad R_g p : p \to pg, \quad \pi_p(p) = \pi_{pg}, \quad p \in P,$$

(5.3.2)

which is free and transitive on each fibre of $P$. As a consequence, the quotient of $P$ with respect to the action (5.3.2) of $G$ is diffeomorphic to a base $X$, i.e., $P/G = X$.

**Remark 5.3.1.** The definition of a continuous principal bundle is a repetition of that of a smooth one, but all morphisms are continuous.

A principal $G$-bundle $P$ is equipped with a bundle atlas

$$\Psi_P = \{(U_\alpha, \psi_\alpha^P), g_{\alpha\beta}\}$$

(5.3.3)

whose trivialization morphisms

$$\psi_\alpha^P : \pi^{-1}_P(U_\alpha) \to U_\alpha \times G$$

obey the condition

$$\psi_\alpha^P(pg) = g\psi_\alpha^P(p), \quad g \in G.$$

Due to this property, every trivialization morphism $\psi_\alpha^P$ determines a unique local section $z_\alpha : U_\alpha \to P$ such that

$$(\psi_\alpha^P \circ z_\alpha)(x) = 1, \quad x \in U_\alpha.$$

The transformation law for $z_\alpha$ reads

$$z_\beta(x) = z_\alpha(x)g_{\alpha\beta}(x), \quad x \in U_\alpha \cap U_\beta.$$

(5.3.4)

Conversely, the family

$$\{(U_\alpha, z_\alpha), g_{\alpha\beta}\}$$

(5.3.5)

of local sections of $P$ which obey the transformation law (5.3.4) uniquely determines a bundle atlas $\Psi_P$ of a principal bundle $P$.

**Assertion 5.3.1.** It follows that a principal bundle admits a global section if and only if it is trivial.
Example 5.3.1. Let $H$ be a closed subgroup of a real Lie group $G$. Then $H$ is a Lie group. Let $G/H$ be the quotient of $G$ with respect to an action of $H$ on $G$ by right multiplications. Then

$$\pi_{GH} : G \to G/H$$

(5.3.6)

is a principal $H$-bundle [147]. If $H$ is a maximal compact subgroup of $G$, then $G/H$ is diffeomorphic to $\mathbb{R}^m$ and, by virtue of Theorem 1.1.7, $G \to G/H$ is a trivial bundle, i.e., $G$ is diffeomorphic to the product $\mathbb{R}^m \times H$.

Remark 5.3.2. The pull-back $f^*P$ (1.1.8) of a principal bundle also is a principal bundle with the same structure group.

Remark 5.3.3. Let $P \to X$ and $P' \to X'$ be principal $G$- and $G'$-bundles, respectively. A bundle morphism $\Phi : P \to P'$ is a morphism of principal bundles if there exists a Lie group homomorphism $\gamma : G \to G'$ such that

$$\Phi(pg) = \Phi(p)\gamma(g).$$

In particular, equivalent principal bundles are isomorphic.

Any class of associated smooth bundles on $X$ with a structure Lie group $G$ contains a principal bundle. In other words, any smooth bundle with a structure Lie group $G$ is associated with some principal bundle.

Let us consider the tangent morphism

$$\text{TR}_{GP} : (G \times \mathfrak{g}_l)_X \times XTP \to XTP$$

(5.3.7)

to the right action $R_{GP}$ (5.3.2) of $G$ on $P$. Its restriction to

$$T_1G \times XTP$$

provides a homomorphism

$$\mathfrak{g}_l \ni \epsilon \to \xi_\epsilon \in \mathcal{T}(P)$$

(5.3.8)

of the left Lie algebra $\mathfrak{g}_l$ of $G$ to the Lie algebra $\mathcal{T}(P)$ of vector fields on $P$. Vector fields $\xi_\epsilon$ (5.3.8) are obviously vertical. They are called fundamental vector fields [92]. Given a basis $\{\epsilon_r\}$ for $\mathfrak{g}_l$, the corresponding fundamental vector fields $\xi_r = \xi_{\epsilon_r}$ form a family of $m = \dim \mathfrak{g}_l$ nowhere vanishing and linearly independent sections of the vertical tangent bundle $VP$ of $P \to X$. Consequently, this bundle is trivial

$$VP = P \times \mathfrak{g}_l$$

(5.3.9)

by virtue of Theorem 1.1.11.
Restricting the tangent morphism $TR_{GP}$ (5.3.7) to
\[ TR_{GP} : \widehat{0}(G) \times TP \xrightarrow{X} TP, \tag{5.3.10} \]
we obtain the tangent prolongation of the structure group action $R_{GP}$ (5.3.2). If there is no danger of confusion, it is simply called the action of $G$ on $TP$. Since the action of $G$ (5.3.2) on $P$ is fibrewise, its action (5.3.10) is restricted to the vertical tangent bundle $VP$ of $P$.

Taking the quotient of the tangent bundle $TP \rightarrow P$ and the vertical tangent bundle $VP$ of $P$ by $G$ (5.3.10), we obtain the vector bundles
\[ T_{GP} = TP/G, \quad V_{GP} = VP/G \tag{5.3.11} \]
over $X$. Sections of $T_{GP}$ are $G$-invariant vector fields on $P$. Accordingly, sections of $V_{GP}$ are $G$-invariant vertical vector fields on $P$. Hence, a typical fibre of $V_{GP}$ is the right Lie algebra $g_r$ of $G$ subject to the adjoint representation of a structure group $G$. Therefore, $V_{GP}$ (5.3.11) is called the Lie algebra bundle.

Given a bundle atlas $\Psi_P$ (5.3.3) of $P$, there is the corresponding atlas
\[ \Psi = \{(U_\alpha, \psi_\alpha, \Ad_{\rho_{\alpha\beta}})\} \tag{5.3.12} \]
of the Lie algebra bundle $V_{GP}$, which is provided with bundle coordinates $(U_\alpha; x^\mu, \chi^m)$ with respect to the fibre frames
\[ \{e_m = \psi_\alpha^{-1}(x)(\varepsilon_m)\}, \]
where $\{\varepsilon_m\}$ is a basis for the Lie algebra $g_r$. These coordinates obey the transformation rule
\[ \theta(\chi^m)e_m = \chi^m\Ad_{\rho^{-1}}(\varepsilon_m). \tag{5.3.13} \]
A glance at this transformation rule shows that $V_{GP}$ is a bundle with a structure group $G$. Moreover, it is associated with a principal $G$-bundle $P$ (see Example 5.7.1).

Accordingly, the vector bundle $T_{GP}$ (5.3.11) is endowed with bundle coordinates $(x^\mu, \dot{x}^\mu, \chi^m)$ with respect to the fibre frames $\{\partial_\mu, e_m\}$. Their transformation rule is
\[ \theta(\chi^m)e_m = \chi^m\Ad_{\rho^{-1}}(\varepsilon_m) + \dot{x}^\mu R^m_\mu e_m. \tag{5.3.14} \]
For instance, if $G$ is a matrix group (see Remark 5.1.2), this transformation rule reads
\[ \theta(\chi^m)e_m = \chi^m g^{-1}e_m g - \dot{x}^\mu \partial_\mu(g^{-1})g. \tag{5.3.15} \]
5.4 Principal connections. Gauge fields

Since the second term in the right-hand sides of expressions (5.3.14) – (5.3.15) depend on derivatives of a $G$-valued function $\varrho$ on $X$, the vector bundle $T_G P$ (5.3.11) fails to be a $G$-bundle.

The Lie bracket of $G$-invariant vector fields on $P$ goes to the quotient by $G$ and defines the Lie bracket of sections of the vector bundle $T_G P \to X$. This bracket reads

$$\xi = \xi^\lambda \partial_\lambda + \xi^p e_p, \quad \eta = \eta^\mu \partial_\mu + \eta^q e_q, \quad (5.3.16)$$

$$[\xi, \eta] = (\xi^\mu \partial_\mu \eta^\lambda - \eta^\mu \partial_\mu \xi^\lambda) \partial_\lambda +$$

$$(\xi^\lambda \partial_\lambda \eta^r - \eta^\lambda \partial_\lambda \xi^r + c^r_{pq} \xi^p \eta^q) e_r. \quad (5.3.17)$$

Putting $\xi^\lambda = 0$ and $\eta^\mu = 0$ in the formulas (5.3.16) – (5.3.17), we obtain the Lie bracket

$$[\xi, \eta] = c^r_{pq} \xi^p \eta^q e_r \quad (5.3.18)$$

of sections of the Lie algebra bundle $V_G P$. A glance at the expression (5.3.18) shows that sections of $V_G P$ form a finite-dimensional Lie $C^\infty(X)$-algebra, called the gauge algebra. Therefore, $V_G P$ also is called the gauge algebra bundle.

5.4 Principal connections. Gauge fields

In classical gauge theory, gauge fields are conventionally described as principal connections on principal bundles. Principal connections on a principal bundle $P$ (5.3.1) are connections on $P$ which are equivariant with respect to the right action (5.3.2) of a structure group $G$ on $P$. In order to describe them, we follow the definition of connections on a fibre bundle $Y \to X$ as global sections of the affine jet bundle $J^1 Y \to X$ (Theorem 1.3.1).

Let $J^1 P$ be the first order jet manifold of a principal $G$-bundle $P \to X$ (5.3.1). Then connections on a principal bundle $P \to X$ are global sections

$$A : P \to J^1 P \quad (5.4.1)$$

of the affine jet bundle $J^1 P \to P$ modelled over the vector bundle

$$T^*_P X \otimes V_P = (T^*_P X \otimes \mathfrak{g}[t]).$$

In order to define principal connections on $P \to X$, let us consider the jet prolongation

$$J^1 R_G : J^1 (X \times G) \times J^1 P \to J^1 P$$
of the morphism $R_{GP}$ (5.3.2). Restricting this morphism to
\[ J^1R_G : \tilde{0}(G) \times J^1P \rightarrow J^1P, \]
we obtain the jet prolongation of the structure group action $R_{GP}$ (5.3.2). If there is no danger of confusion, we call it, simply, the action of $G$ on $J^1P$. It reads
\[ G \ni g : j^1_xp \rightarrow (j^1_xp)g = j^1_x(pg). \quad (5.4.2) \]
Taking the quotient of the affine jet bundle $J^1P$ by $G$ (5.4.2), we obtain the affine bundle
\[ C = J^1P/G \rightarrow X \quad (5.4.3) \]
modelled over the vector bundle
\[ \mathcal{C} = T^*X \otimes V_{GP} \rightarrow X. \]
Hence, there is the vertical splitting
\[ VC = C \otimes \mathcal{C} \]
of the vertical tangent bundle $VC$ of $C \rightarrow X$.

**Remark 5.4.1.** A glance at the expression (5.4.2) shows that the fibre bundle $J^1P \rightarrow C$ is a principal bundle with the structure group $G$. It is canonically isomorphic to the pull-back
\[ J^1P = P_C = C \times P \rightarrow C. \quad (5.4.4) \]
Taking the quotient with respect to the action of a structure group $G$, one can reduce the canonical imbedding (1.2.5) (where $Y = P$) to the bundle monomorphism
\[ \lambda_C : C \rightarrow T^*X \otimes \Gamma_{GP}; \]
\[ \lambda_C : dx^\mu \otimes (\partial_\mu + \chi^m_\mu e_m). \quad (5.4.5) \]
It follows that, given atlases $\Psi_P$ (5.3.3) of $P$ and $\Psi$ (5.3.12) of $T_{GP}$, the bundle of principal connections $C$ is provided with bundle coordinates $(x^\lambda, a^m_\mu)$ possessing the transformation rule
\[ \varrho(a^m_\mu)e_m = (a^m_\nu \text{Ad}_g^{-1}(e_m) + R^m_\nu e_m) \frac{\partial x^\nu}{\partial x^\mu}. \quad (5.4.6) \]
If $G$ is a matrix group, this transformation rule reads
\[ \varrho(a^m_\mu)e_m = (a^m_\nu g^{-1}(e_m)g - \partial_\mu(g^{-1})g) \frac{\partial x^\nu}{\partial x^\mu}. \quad (5.4.7) \]
5.4. Principal connections. Gauge fields

A glance at this expression shows that the bundle of principal connections \( C \) as like as the vector bundle \( T_GP \) (5.3.11) fails to be a bundle with a structure group \( G \).

As was mentioned above, a connection \( A \) (5.4.1) on a principal bundle \( P \to X \) is called a principal connection if it is equivariant under the action (5.4.2) of a structure group \( G \), i.e.,

\[ A(pg) = A(p)g, \quad g \in G. \quad (5.4.8) \]

There is obvious one-to-one correspondence between the principal connections on a principal \( G \)-bundle \( P \) and global sections

\[ A : X \to C \quad (5.4.9) \]

of the factor bundle \( C \to X \) (5.4.3), called the bundle of principal connections.

**Assertion 5.4.1.** Since the bundle of principal connections \( C \to X \) is affine, principal connections on a principal bundle always exist.

Due to the bundle monomorphism (5.4.5), any principal connection \( A \) (5.4.9) is represented by a \( T_GP \)-valued form

\[ A = dx^\lambda \otimes (\partial_\lambda + A_\lambda^q \epsilon_q). \quad (5.4.10) \]

Taking the quotient with respect to the action of a structure group \( G \), one can reduce the exact sequence (1.1.19) (where \( Y = P \)) to the exact sequence

\[ 0 \to V_GP \to T_GP \to TX \to 0. \quad (5.4.11) \]

A principal connection \( A \) (5.4.10) defines a splitting of this exact sequence.

**Remark 5.4.2.** A principal connection \( A \) (5.4.1) on a principal bundle \( P \to X \) can be represented by the vertical-valued form \( A \) (1.3.9) on \( P \) which is a \( \mathfrak{g}_r \)-valued form due to the trivialization (5.3.9). It is the familiar \( \mathfrak{g}_r \)-valued connection form on a principal bundle \( P \) [92]. Given a local bundle splitting \( (U_\alpha, z_\alpha) \) of \( P \), this form reads

\[ \overline{A} = \psi^*_\alpha(\theta_\lambda - \overline{A}_\lambda^q dx^\lambda \otimes \epsilon_q), \quad (5.4.12) \]

where \( \theta_\lambda \) is the canonical \( \mathfrak{g}_r \)-valued one-form (5.1.9) on \( G \) and \( A_\lambda^q \) are local functions on \( P \) such that

\[ \overline{A}_\lambda^q(pg)\epsilon_q = \overline{A}_\lambda^q(p)Ad_g^{-1}(\epsilon_q). \]

The pull-back \( z_\alpha^*\overline{A} \) of the connection form \( \overline{A} \) (5.4.12) onto \( U_\alpha \) is the well-known local connection one-form

\[ A_\alpha = -A_\lambda^q dx^\lambda \otimes \epsilon_q = A_\lambda^q dx^\lambda \otimes \epsilon_q, \quad (5.4.13) \]

where \( A_\lambda^q = \overline{A}_\lambda^q \circ z_\alpha \) are local functions on \( X \). It is readily observed that the coefficients \( A_\lambda^q \) of this form are exactly the coefficients of the form (5.4.10).
In classical gauge theory, coefficients of the local connection one-form (5.4.13) are treated as gauge potentials. We use this term in order to refer to sections $A$ (5.4.9) of the bundle $C \to X$ of principal connections.

There are both pull-back and push-forward operations of principal connections [92].

**Theorem 5.4.1.** Let $P$ be a principal fibre bundle and $f^*P$ (1.1.8) the pull-back principal bundle with the same structure group. Let $f_P$ be the canonical morphism (1.1.9) of $f^*P$ to $P$. If $A$ is a principal connection on $P$, then the pull-back connection $f^*A$ (1.3.12) on $f^*P$ is a principal connection.

**Theorem 5.4.2.** Let $P' \to X$ and $P \to X$ be principle bundles with structure groups $G'$ and $G$, respectively. Let $\Phi : P' \to P$ be a principal bundle morphism over $X$ with the corresponding homomorphism $G' \to G$ (see Remark 5.3.3). For every principal connection $A'$ on $P'$, there exists a unique principal connection $A$ on $P$ such that $T\Phi$ sends the horizontal subspaces of $TP'$ $A'$ onto the horizontal subspaces of $TP$ with respect to $A$.

Let $P \to X$ be a principal $G$-bundle. The Frölicher–Nijenhuis bracket (1.1.40) on the space $\Omega^*(P) \otimes T(P)$ of tangent-valued forms on $P$ is compatible with the right action $R_{GP}$ (5.3.2). Therefore, it induces the Frölicher–Nijenhuis bracket on the space $\Omega^*(X) \otimes T_GP(X)$ of $T_GP$-valued forms on $X$, where $T_GP(X)$ is the vector space of sections of the vector bundle $T_GP \to X$. Note that, as it follows from the exact sequence (5.4.11), there is an epimorphism

$T_GP(X) \to T(X)$.

Let

$A \in \Omega^1(X) \otimes T_GP(X)$

be a principal connection (5.4.10). The associated Nijenhuis differential is

$d_A : \Omega^*(X) \otimes T_GP(X) \to \Omega^{r+1}(X) \otimes V_GP(X),$  
\[d_A \phi = [A, \phi]_{FN}, \quad \phi \in \Omega^r(X) \otimes T_GP(X). \tag{5.4.14}\]

The strength of a principal connection $A$ (5.4.10) is defined as the $V_GP$-valued two-form

$F_A = \frac{1}{2}d_A A = \frac{1}{2}[A, A]_{FN} \in \Omega^2(X) \otimes V_GP(X). \tag{5.4.15}$
Its coordinated expression

\[
F_A = \frac{1}{2} F_{\lambda\mu}^r dx^\lambda \wedge dx^\mu \otimes e_r, \\
F_{\lambda\mu}^r = [\partial_\lambda + A_\lambda^p e_p, \partial_\mu + A_\mu^q e_q]^r = \\
\partial_\lambda A_\mu^r - \partial_\mu A_\lambda^r + c_{pq}^r A_\lambda^p A_\mu^q,
\]

results from the bracket (5.3.17).

**Remark 5.4.3.** However, it should be emphasized that the strength \( F_A \) (5.4.15) is not the standard curvature (1.3.23) of a principal connection because \( A \) (5.4.10) is not a tangent-valued form. The **curvature of a principal connection** \( A \) (5.4.1) on \( P \) is the \( VP \)-valued two-form \( R \) (1.3.23) on \( P \), which can be brought into the \( g \)-valued form [92] owing to the canonical isomorphism (5.3.9).

Regarding principal connections \( A \) as gauge potentials in classical gauge theory, one calls their strength \( F_A \) (5.4.16) the **strength of a gauge field**.

**Remark 5.4.4.** Given a principal connection \( A \) (5.4.9), let \( \Phi_C \) be a vertical principal automorphism of the bundle of principal connections \( C \). The connection \( A' = \Phi_C \circ A \) is called **conjugate** to a principal connection \( A \).

The strength forms (5.4.15) of conjugate principal connections \( A \) and \( A' \) coincide with each other, i.e., \( F_A = F_{A'} \).

### 5.5 Canonical principal connection

Since gauge potentials are represented by sections of the bundle of principal connections \( C \to X \) (5.4.3), classical gauge theory is formulated as field theory on \( C \). In order to introduce vector fields and connections on \( C \), one can use the canonical connection on the pull-back principal bundle \( P_C \to C \) (5.4.4).

Given a principal \( G \)-bundle \( P \to X \) and its jet manifold \( J^1 P \), let us consider the canonical morphism \( \theta(1) \) (1.2.5) where \( Y = P \). By virtue of Remark 1.1.2, this morphism defines the morphism

\[
\theta : J^1 P \times TP \to VP.
\]

Taking its quotient with respect to \( G \), we obtain the morphism

\[
C \times T_G P \xrightarrow{\theta} V_G P, \quad (5.5.1)
\]

\[
\theta(\partial_\lambda) = -a_\lambda^p e_p, \quad \theta(e_p) = e_p.
\]
This means that the exact sequence (5.4.11) admits the canonical splitting over \( C \) [50].

In view of this fact, let us consider the pull-back principal \( G \)-bundle \( P_C \) (5.4.4). Since

\[
V_G(C \times P) = C \times V_G P, \quad T_G(C \times P) = TC \times T_G P,
\]

the exact sequence (5.4.11) for the principal bundle \( P_C \) reads

\[
0 \to C \times V_G P \to TC \times T_G P \to TC \to 0.
\]

It is readily observed that the morphism (5.5.1) yields the horizontal splitting (1.3.3):

\[
TC \times T_G P \to C \times T_G P \to C \times V_G P,
\]

of the exact sequence (5.5.3) and, consequently, it defines the principal connection

\[
A : TC \to TC \times T_G P,
\]

\[
A = dx^\lambda \otimes (\partial_\lambda + a^\mu_\lambda e_\mu) + da^r_\lambda \otimes \partial_r^\lambda,
\]

\[
A \in \Omega^1(C) \otimes T_G(C \times P)(X),
\]

on the principal bundle

\[
P_C = C \times P \to C.
\]

It follows that the principal bundle \( P_C \) admits the canonical principal connection (5.5.4).

Following the expression (5.4.15), let us define the strength

\[
F_A = \frac{1}{2} d_A A = \frac{1}{2} [A, A] \in \Omega^2(C) \otimes V_G P(X),
\]

\[
F_A = (da^r_\lambda \wedge dx^\mu + \frac{1}{2} \epsilon_{pq} a^r_\lambda a^p_\mu dx^\mu \wedge dx^\lambda) \otimes e_r,
\]

of the canonical principal connection \( A \) (5.5.4). It is called the canonical strength because, given a principal connection \( A \) (5.4.9) on a principal bundle \( P \to X \), the pull-back

\[
A^* F_A = F_A
\]

is the strength (5.4.16) of \( A \).

With the \( V_G P \)-valued two-form \( F_A \) (5.5.6) on \( C \), let us define the \( V_G P \)-valued horizontal two-form

\[
\mathcal{F} = h_0(F_A) = \frac{1}{2} \mathcal{F}^r_{\lambda \mu} dx^\lambda \wedge dx^\mu \otimes e_r,
\]

\[
\mathcal{F}^r_{\lambda \mu} = a^r_{\lambda \mu} - a^r_{\mu \lambda} + \epsilon_{pq} a^p_{\lambda \mu} a^q_{\lambda \mu},
\]

(5.5.8)
on \( J^1 C \). It is called the strength form. For each principal connection \( A \) (5.4.9) on \( P \), the pull-back

\[
J^1 A^* \mathcal{F} = F_A \tag{5.5.9}
\]
is the strength (5.4.16) of \( A \).

The strength form (5.5.8) yields an affine surjection

\[
\mathcal{F}/2 : J^1 C \longrightarrow C \times (\wedge^2 T^* X \otimes V_G P) \tag{5.5.10}
\]
over \( C \) of the affine jet bundle \( J^1 C \to C \) to the vector (and, consequently, affine) bundle

\[
C \times (\wedge^2 T^* X \otimes V_G P) \to C.
\]

By virtue of Theorem 1.1.10, its kernel \( C_+ = \text{Ker } \mathcal{F}/2 \) is an affine subbundle of \( J^1 C \to C \). Thus, we have the canonical splitting of the affine jet bundle

\[
J^1 C = C_+ \oplus C_- = C_+ \oplus (C \times (\wedge^2 T^* X \otimes V_G P)), \tag{5.5.11}
\]

\[
a^r_{\lambda \mu} = \frac{1}{2} (\mathcal{F}^r_{\lambda \mu} + \mathcal{S}^r_{\lambda \mu}) = \frac{1}{2} (a^r_{\lambda \mu} + a^r_{\mu \lambda} - c^r_{pq} a^p_{\lambda} a^q_{\mu}) + \frac{1}{2} (a^r_{\lambda \mu} - a^r_{\mu \lambda} + c^r_{pq} a^p_{\lambda} a^q_{\mu}). \tag{5.5.12}
\]
The corresponding canonical projections are \( \text{pr}_2 = \mathcal{F}/2 \) (5.5.10) and \( \text{pr}_1 = \mathcal{S}/2 : J^1 C \to C_+ \).

The jet manifold \( J^1 C \) plays a role of the configuration space of classical gauge theory on principal bundles. Its splitting (5.5.11) exemplifies the splitting (2.4.65), but it is not related to a Lagrangian.

### 5.6 Gauge transformations

In classical gauge theory, gauge transformations are defined as principal automorphisms of a principal bundle \( P \). In accordance with Remark 5.3.3, an automorphism \( \Phi_P \) of a principal \( G \)-bundle \( P \) is called principal if it is equivariant under the right action (5.3.2) of a structure group \( G \) on \( P \), i.e.,

\[
\Phi_P(pg) = \Phi_P(p)g, \quad g \in G, \quad p \in P. \tag{5.6.1}
\]

In particular, every vertical principal automorphism of a principal bundle \( P \) is represented as

\[
\Phi_P(p) = pf(p), \quad p \in P, \tag{5.6.2}
\]
where \( f \) is a \( G \)-valued equivariant function on \( P \), i.e.,
\[
f(pg) = g^{-1}f(p)g, \quad g \in G.
\]
There is one-to-one correspondence between the equivariant functions \( f \) (5.6.3) and the global sections \( s \) of the associated group bundle
\[
\pi_{PG}: PG \to X
\]
whose fibres are groups isomorphic to \( G \) and whose typical fibre is the group \( G \) which acts on itself by the adjoint representation. This one-to-one correspondence is defined by the relation
\[
s(\pi_{PG}(p))p = pf(p), \quad p \in P
\]
(see Example 5.7.2). The group of vertical principal automorphisms of a principal \( G \)-bundle is called the gauge group. It is isomorphic to the group \( PG(X) \) of global sections of the group bundle (5.6.4). Its unit element is the canonical global section \( \hat{1} \) of \( PG \to X \) whose values are unit elements of fibres of \( PG \).

**Remark 5.6.1.** Note that transition functions of atlases of a principle bundle \( P \) also are represented by local sections of the associated group bundle \( PG(5.6.4) \).

**Remark 5.6.2.** Though \( PG \to X \) is not a vector bundle, one can define an appropriate Sobolev completion \( PG(X) \) of the gauge group \( PG(X) \) if \( G \) is a matrix group \([112; 116]\) such that \( PG(X) \) is a Lie group. Its Lie algebra is the corresponding Sobolev completion \( G(X) \) of the gauge algebra \( G(X) \) of global sections of the Lie algebra bundle \( V_G P \to X \).

In order to describe gauge symmetries of gauge theory on a principal bundle \( P \), let us restrict our consideration to (local) one-parameter groups of principal automorphisms of \( P \). Their infinitesimal generators are \( G \)-invariant projectable vector fields \( \xi \) on \( P \), and vice versa. We call \( \xi \) the principal vector fields or the infinitesimal gauge transformations. They are represented by sections \( \xi \) (5.3.16) of the vector bundle \( T_G P \) (5.3.11). Principal vector fields constitute a real Lie algebra \( T_G P(X) \) with respect to the Lie bracket (5.3.17). Vertical principal vector fields are the sections
\[
\xi = \xi^p e_p
\]
(5.6.6) of the gauge algebra bundle \( V_G P \to X \) (5.3.11). They form a finite-dimensional Lie \( C^\infty(X) \)-algebra \( G(X) = V_G P(X) \) (5.3.18) that has been called the gauge algebra.
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Any (local) one-parameter group of principal automorphism $\Phi_P$ (5.6.1) of a principal bundle $P$ admits the jet prolongation $J^1 \Phi_P$ (1.2.7) to a one-parameter group of $G$-equivariant automorphism of the jet manifold $J^1 P$ which, in turn, yields a one-parameter group of principal automorphisms $\Phi_C$ of the bundle of principal connections $C$ (5.4.3) [89; 112]. Its infinitesimal generator is a vector field on $C$, called the principal vector field on $C$ and regarded as an infinitesimal gauge transformation of $C$. Thus, any principal vector field $\xi$ (5.3.16) on $P$ yields a principal vector field $u_\xi$ on $C$, which can be defined as follows.

Using the morphism (5.5.1), we obtain the morphism

$$\xi \theta : C \rightarrow V_G P,$$

which is a section of of the Lie algebra bundle

$$V_G(C \times P) \rightarrow C$$

in accordance with the first formula (5.5.2). Then the equation

$$u_\xi \mid F_A = d_A(\xi \theta)$$

uniquely determines a desired vector field $u_\xi$ on $C$. A direct computation leads to

$$u_\xi = \xi^\mu \partial_\mu + (\partial_\mu \xi^r + c_{pq}^r a_{\mu}^p \xi^q - a_{\mu}^r \partial_\mu \xi^q) \partial_\mu^r. \quad (5.6.7)$$

In particular, if $\xi$ is a vertical principal field (5.6.6), we obtain the vertical vector field

$$u_\xi = (\partial_\mu \xi^r + c_{pq}^r a_{\mu}^p \xi^q) \partial_\mu^r. \quad (5.6.8)$$

**Remark 5.6.3.** The jet prolongation (1.2.8) of the vector field $u_\xi$ (5.6.7) onto $J^1 C$ reads

$$J^1 u_\xi = u_\xi + (\partial_{\lambda \mu} \xi^r + c_{pq}^r a_{\mu}^p \partial_\lambda \xi^q + c_{pq}^r c_{\lambda \mu}^p \xi^q - a_{\nu \mu}^r \partial_{\lambda \mu} \xi^\nu - a_{\nu \mu}^r \partial_\lambda \xi^\nu) \partial_\lambda^r. \quad (5.6.9)$$

**Example 5.6.1.** Let $A$ (5.4.10) be a principal connection on $P$. For any vector field $\tau$ on $X$, this connection yields a section

$$\tau \mid A = \tau^\lambda \partial_\lambda + A_{\lambda}^p \tau^\lambda e_p$$

of the vector bundle $T_G P \rightarrow X$. It, in turn, defines a principal vector field (5.6.7) on the bundle of principal connection $C$ which reads

$$\tau_A = \tau^\lambda \partial_\lambda + (\partial_\mu (A_{\nu}^p \tau^\nu) + c_{pq}^r a_{\mu}^p A_{\nu}^q \tau^r - a_{\nu}^r \partial_\mu \tau^r) \partial_\mu^r, \quad (5.6.10)$$

$$\xi^\lambda = \tau^\lambda, \quad \xi^p = A_{\lambda}^p \tau^\nu.$$
It is readily justified that the monomorphism
\[ T_G P(X) \ni \xi \rightarrow u_\xi \in T(C) \] (5.6.11)
obey the equality
\[ u_{[\xi,\eta]} = [u_\xi, u_\eta], \] (5.6.12)
i.e., it is a monomorphism of the real Lie algebra \( T_G P(X) \) to the real Lie algebra \( T(C) \). In particular, the image of the gauge algebra \( G(X) \) in \( T(C) \) also is a real Lie algebra, but not the \( C^\infty(X) \)-one because
\[ u_f \xi \neq f u_\xi, \quad f \in C^\infty(X). \]

**Remark 5.6.4.** A glance at the expression (5.6.7) shows that the monomorphism (5.6.11) is a linear first order differential operator which sends sections of the pull-back bundle
\[ C \times T_G P \rightarrow C \]
on onto sections of the tangent bundle \( TC \rightarrow C \). Referring to Definition 2.3.1, we therefore can treat principal vector fields (5.6.7) as infinitesimal gauge transformations depending on gauge parameters \( \xi \in T_G P(X) \).

### 5.7 Geometry of associated bundles. Matter fields

Given a principal \( G \)-bundle \( P \) (5.3.1), any associated \( G \)-bundle over \( X \) with a typical fibre \( V \) is equivalent to the following one.

Let us consider the quotient
\[ Y = (P \times V)/G \] (5.7.1)
of the product \( P \times V \) by identification of elements \( (p,v) \) and \( (pg, g^{-1}v) \) for all \( g \in G \). Let \( [p] \) denote the restriction of the canonical surjection
\[ P \times V \rightarrow (P \times V)/G \] (5.7.2)
to the subset \( \{p\} \times V \) so that
\[ [p](v) = [pg](g^{-1}v). \]

Then the map
\[ Y \ni [p](V) \rightarrow \pi_P(p) \in X \]
makes the quotient \( Y \) (5.7.1) into a fibre bundle over \( X \). This is a smooth \( G \)-bundle with the typical fibre \( V \) which is associated with the principal
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$G$-bundle $P$. For short, we call it the $P$-associated bundle. In classical
gauge theory, sections of a $P$-associated bundle describe matter fields.

**Remark 5.7.1.** The tangent morphism to the morphism (5.7.2) and the
jet prolongation of the morphism (5.7.2) lead to the bundle isomorphisms

\[ TY = (TP \times TV)/G, \quad (5.7.3) \]
\[ J^1Y = (J^1P \times V)/G. \quad (5.7.4) \]

The peculiarity of the $P$-associated bundle $Y$ (5.7.1) is the following.

(i) Every bundle atlas $\Psi_P = \{(U_\alpha, z_\alpha)\}$ (5.3.5) of $P$ defines a unique
associated bundle atlas

\[ \Psi = \{(U_\alpha, \psi_\alpha(x) = [z_\alpha(x)]^{-1})\} \quad (5.7.5) \]

of the quotient $Y$ (5.7.1).

**Example 5.7.1.** Because of the splitting (5.3.9), the Lie algebra bundle
$V_G P = (P \times \mathfrak{g})/G,$
by definition, is of the form (5.7.1). Therefore, it is a $P$-associated bundle.

**Example 5.7.2.** The group bundle $P$ (5.6.4) is defined as the quotient
$P^G = (P \times G)/G,$
where the group $G$ which acts on itself by the adjoint representation. There
is the following fibre-to-fibre action of the group bundle $P^G$ on any $P$-
associated bundle $Y$ (5.7.1):

\[ P^G \times Y \xrightarrow{X} Y, \]
\[ ((p, g)/G, (p, v)/G) \rightarrow (p, gv)/G, \quad g \in G, \quad v \in V. \]

For instance, the action of $P^G$ on $P$ in the formula (5.6.5) is of this type.

(ii) Any principal automorphism $\Phi_P$ (5.6.1) of $P$ yields a unique principal automorphism

\[ \Phi_Y : (p, v)/G \rightarrow (\Phi_P(p), v)/G, \quad p \in P, \quad v \in V, \quad (5.7.7) \]

of the $P$-associated bundle $Y$ (5.7.1). For the sake of brevity, we agree to write

\[ \Phi_Y : (P \times V)/G \rightarrow (\Phi_P(P) \times V)/G. \]

Accordingly, any (local) one-parameter group of principal automorphisms
of $P$ induces a (local) one-parameter group of automorphisms of the $P$-
associated bundle $Y$ (5.7.1). Passing to infinitesimal generators of these
groups, we obtain that any principal vector field $\xi$ (5.3.16) yields a vector field $v_\xi$ on $Y$ regarded as an infinitesimal gauge transformation of $Y$. Owing to the bundle isomorphism (5.7.3), we have

$$v_\xi : X \to (\xi(P) \times TV)/G \subset TY,$$

$$v_\xi = \xi^\lambda \partial_\lambda + \xi^p I^i_p \partial_i,$$  \hspace{1cm} (5.7.8)

where $\{I_p\}$ is a representation of the Lie algebra $\mathfrak{g}_r$ of $G$ in $V$.

(iii) Any principal connection on $P \to X$ defines a unique connection on the $P$-associated fibre bundle $Y$ (5.7.1) as follows. Given a principal connection $A$ (5.4.8) on $P$ and the corresponding horizontal distribution $HP \subset TP$, the tangent map to the canonical morphism (5.7.2) defines the horizontal splitting of the tangent bundle $TY$ of $Y$ (5.7.1) and the corresponding connection on $Y \to X$ [92]. Owing to the bundle isomorphism (5.7.4), we have

$$A : (P \times V)/G \to (A(P) \times V)/G \subset J^1Y,$$

$$A = dx^\lambda \otimes (\partial_\lambda + A^r_{\lambda} I^r_p \partial_i),$$  \hspace{1cm} (5.7.9)

where $\{I_p\}$ is a representation of the Lie algebra $\mathfrak{g}_r$ of $G$ in $V$ [94]. The connection $A$ (5.7.9) on $Y$ is called the associated principal connection or, simply, a principal connection on $Y \to X$. The curvature (1.3.24) of this connection takes the form

$$R = \frac{1}{2} F^p_{\mu\nu} I^r_p dx^\lambda \wedge dx^\mu \otimes \partial_i.$$  \hspace{1cm} (5.7.10)

Example 5.7.3. A principal connection $A$ on $P$ yields the associated connection (5.7.9) on the associated Lie algebra bundle $V_GP$ which reads

$$A = dx^\lambda \otimes (\partial_\lambda - e^m_{pq} A^r_{\lambda} I^r_p e_m).$$  \hspace{1cm} (5.7.11)

Remark 5.7.2. If an associated principal connection $A$ is linear, one can define its strength

$$F_A = \frac{1}{2} F^p_{\mu\nu} I^r_p dx^\lambda \wedge dx^\mu,$$  \hspace{1cm} (5.7.12)

where $I_p$ are matrices of a representation of the Lie algebra $\mathfrak{g}_r$ in fibres of $Y$ with respect to the fibre bases $\{e_i(x)\}$. They coincide with the matrices of a representation of $\mathfrak{g}_r$ in the typical fibre $V$ of $Y$ with respect to its fixed basis $\{e_i\}$ (see the relation (1.1.10). It follows that $G$-valued transition functions act on $I_p$ by the adjoint representation. Note that, because of the canonical splitting (1.1.17), one can identify $e_i(x) = \partial_i$. Therefore, the strength form (5.7.12) can be represented as a $E \otimes E^*$-valued two-form on $X$. 
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In view of the above mentioned properties, the $P$-associated bundle $Y$ (5.7.1) is called canonically associated to a principal bundle $P$. Unless otherwise stated, only canonically associated bundles are considered, and we simply call $Y$ (5.7.1) an associated bundle.

Remark 5.7.3. Since the bundle of principal connection $C$ is not $P$-associated, connections on $C$ are introduced in a different way. For this purpose, let us consider a symmetric world connection $K^*$ (1.3.40) on the cotangent bundle $T^*X \to X$ of $X$ and a principal connection $A$ on $P \to X$. The latter defines the associated connection $A$ (5.7.11) on the Lie algebra bundle $VGP \to X$. Let us consider the tensor product connection $\Gamma$ (1.3.38) on the bundle $T^*X \otimes VGP \to X$ induced by $K$ (1.3.39) and $A$ (5.7.11). Given the coordinates $(x^\lambda, \pi^\mu_\lambda, \pi^\nu_\mu)$ on the jet manifold $J^1(T^*X \otimes VGP)$, we obtain

$$\Gamma = dx^\lambda \otimes \left[ \partial^\lambda + (-K^\nu_\lambda^\mu \pi^\nu_\mu - c^r_{pq}(a^r_{\mu} - A^r_{\mu})A^p_{\lambda})\partial^\mu \right].$$

(5.7.13)

Given the bundle morphism $D_A : C \ni a^r_{\mu} \to a^r_{\mu} - A^r_{\mu} \in T^*X \otimes VGP$ (1.1.21), the commutative diagram

$$
\begin{array}{ccc}
J^1C & \xrightarrow{J^1D_A} & J^1(T^*X \otimes VGP) \\
\Gamma_A & \uparrow & \Gamma \\
C & \xrightarrow{D_A} & T^*X \otimes VGP
\end{array}
$$

defines a section

$$a^r_{\lambda\mu} \circ \Gamma = \partial_\lambda A^r_{\mu} - c^r_{pq}(a^q_{\mu} - A^q_{\mu})A^p_{\lambda} - K^\nu_{\lambda\mu}(a^\nu_{\lambda} - A^\nu_{\lambda})$$

of the affine jet bundle $J^1C \to C$, i.e., the connection

$$\Gamma_A = dx^\lambda \otimes \left[ \partial^\lambda + (\partial_\lambda A^r_{\mu} - c^r_{pq}(a^q_{\mu} - A^q_{\mu})A^p_{\lambda} - K^\nu_{\lambda\mu}(a^\nu_{\lambda} - A^\nu_{\lambda}))\partial^\mu \right].$$

(5.7.14)

on the bundle of principal connections $C \to X$. A glance at the expression (5.7.14) shows that $\Gamma_A$ is an affine connection on the affine bundle $C \to X$,
while the corresponding linear connection (1.3.46) is $\Gamma$. Moreover, it is easily seen that $A$ is an integral section of the connection $\Gamma_A$ (5.7.14). The connection (5.7.14) is not a unique one defined by a symmetric world connection $K$ and a principal connection $A$. The strength $F_A$ of $A$ can be seen as a soldering form

$$F_A = F^r_{\lambda\mu} dx^\lambda \otimes \partial^{\mu}_r$$

(5.7.15)
on $C$. Then there is another connection

$$\Gamma'_A = \Gamma_A - F_A$$

(5.7.16)on $C \rightarrow X$. Let us assume that a vector field $\tau$ on $X$ is an integral section of a symmetric world connection $K$ (see Remark 1.3.4). Then it is readily observed that the horizontal lift $\Gamma'_A \tau$ of $\tau$ by means of the connection $\Gamma'_A$ (5.7.16) coincides with the vector field $\tilde{\tau}_A$ (5.6.10) on the fibre bundle $C$.

### 5.8 Yang–Mills gauge theory

Let us consider first order Lagrangian gauge theory on a principal bundle $P$. Its configuration space is the first order jet manifold $J^1C$ of the bundle of principal connections $C$ (5.4.3), endowed with bundle coordinates $(x^\mu, a^{m\mu})$ possessing transition functions (5.4.6). Given a first order Lagrangian

$$L = L_\omega : J^1C \rightarrow \Lambda^1 T^* X$$

(5.8.1)on $J^1C$, the corresponding Euler–Lagrange operator (2.1.12) reads

$$E_L = E^\mu_r \theta^r_\mu \wedge \omega = (\partial^\mu_r - d_\lambda \partial^\lambda_\mu ) \mathcal{L}_r^\mu \wedge \omega.$$ 

(5.8.2)

Its kernel defines the Euler–Lagrange equation

$$E^\mu_r = (\partial^\mu_r - d_\lambda \partial^\lambda_\mu ) \mathcal{L} = 0.$$ 

(5.8.3)

#### 5.8.1 Gauge field Lagrangian

Let us assume that a gauge theory Lagrangian $L$ (5.8.1) on $J^1C$ is invariant under vertical gauge transformations (or, in short, gauge invariant). This means that vertical principal vector fields (5.6.8):

$$u_\xi = (\partial_\mu \xi^\mu + c^\xi_{pq} a^{p\mu}_q \xi^\mu ) \partial^\mu_r,$$

(5.8.4)

are exact symmetries of $L$, that is,

$$L_{u_\xi} L = 0,$$

(5.8.5)
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where

\[ J^1 u_\xi = u_\xi + (\partial_\lambda \xi^r + c_{\rho q} a^p_\mu \partial_\lambda \xi^q + c^r_{\rho q} a^p_\lambda \xi^q) \partial_\alpha^\mu \]

(see the formula (5.6.9)). Then it follows from Remark 5.6.4 that vertical principal vector fields \( u_\xi \) (5.8.4) are gauge symmetries of \( L \) whose gauge parameters are sections \( \xi \) (5.6.6) of the Lie algebra bundle \( V_G P \). In this case, the first variational formula (2.4.29) for the Lie derivative (5.8.5) takes the form

\[ 0 = \left( \partial_\mu \xi^r + c_{\rho q} a^p_\mu \xi^q \right) E_\mu^r + d_\lambda \left[ \left( \partial_\mu \xi^r + c_{\rho q} a^p_\mu \xi^q \right) \partial_\lambda^\mu \right] \]  

(5.8.6)

It leads to the gauge invariance conditions (2.4.43) – (2.4.46) which read

\[ \partial_\mu \lambda^\mu_\rho L + \partial_\lambda^\mu \rho L = 0, \]

(5.8.7)

\[ E_\mu^\rho + d_\lambda \partial_\mu^\lambda \rho L + c^r_{\rho q} a^p_\mu \partial_\mu^r q L = 0, \]

(5.8.8)

\[ c_{\rho q} (a^p_\mu E_\mu^r + d_\lambda (a^p_\mu \partial_\mu^r L)) = 0. \]

(5.8.9)

One can regard the equalities (5.8.7) – (5.8.9) as the conditions of a Lagrangian \( L \) to be gauge invariant. They are brought into the form

\[ \partial_\mu \lambda^\mu_\rho L + \partial_\lambda^\mu \rho L = 0, \]  

(5.8.10)

\[ \partial^\rho_\mu L + c_{\rho q} a^p_\mu \partial^\mu_\rho L = 0, \]

(5.8.11)

\[ c^r_{\rho q} (a^p_\mu \partial^\rho_\mu L + a^p_\lambda \partial^\lambda^\mu L) = 0. \]

(5.8.12)

Let us utilize the coordinates \( (a^q_\mu, F^r_\lambda \mu, S^r_\lambda \mu) \) (5.5.12) which correspond to the canonical splitting (5.5.11) of the affine jet bundle \( J^1 C \to C \). With respect to these coordinates, the equation (5.8.10) reads

\[ \frac{\partial L}{\partial S^p_\mu \lambda} = 0. \]  

(5.8.13)

Then the equation (5.8.11) takes the form

\[ \frac{\partial L}{\partial a^q_\mu} = 0. \]  

(5.8.14)

A glance at the equalities (5.8.13) and (5.8.14) shows that a gauge invariant Lagrangian factorizes through the strength \( F \) (5.5.8) of a gauge field. Then the equation (5.8.12, written as

\[ c^r_{\rho q} F^p_\lambda \mu \partial L \partial F^r_\lambda \mu = 0, \]

shows that the gauge symmetry \( u_\xi \) of a Lagrangian \( L \) is exact. The following thus has been proved.

**Theorem 5.8.1.** A gauge theory Lagrangian (5.8.1) possesses the exact gauge symmetry \( u_\xi \) (5.8.4) only if it factorizes through the strength \( F \) (5.5.8).
A corollary of this result is the well-known Utiyama theorem [23].

**Theorem 5.8.2.** There is a unique gauge invariant quadratic first order Lagrangian (with the accuracy to variationally trivial ones). It is the conventional Yang–Mills Lagrangian

\[
L_{YM} = \frac{1}{4} a^G_{pq} g^{\lambda \mu} g^{\beta \nu} \mathcal{F}_\lambda^p \mathcal{F}_\mu^q \sqrt{|g|} \omega,
\]

where \( a^G \) is a \( G \)-invariant bilinear form on the Lie algebra \( \mathfrak{g} \) and \( g \) is a world metric on \( X \).

The Euler–Lagrange operator of the Yang–Mills Lagrangian \( L_{YM} \) is

\[
\mathcal{E}_{YM} = E^\mu_r \theta^r \wedge \omega = (\delta^\mu_r d_\lambda + c^r_{pq} a^G_\lambda)(a^G_{pq} g^{\mu \alpha} g^{\lambda \beta} \mathcal{F}_\alpha^q \sqrt{|g|}) \theta^r \wedge \omega.
\]

Its kernel defines the Yang–Mills equations

\[
E^\mu_r = (\delta^\mu_r d_\lambda + c^r_{pq} a^G_\lambda)(a^G_{pq} g^{\mu \alpha} g^{\lambda \beta} \mathcal{F}_\alpha^q \sqrt{|g|}) = 0.
\]

We call a Lagrangian system \( (S_\infty^*[\mathbb{C}], L_{YM}) \) the Yang–Mills gauge theory.

**Remark 5.8.1.** In classical gauge theory, there are Lagrangians, e.g., the Chern–Simons one (see Section 8.2) which do not factorize through the strength of a gauge field, and whose gauge symmetry \( u_\xi (5.8.4) \) is variational, but not exact.

5.8.2 Conservation laws

Since the gauge symmetry \( u_\xi \) of the Yang–Mills Lagrangian (5.8.15) is exact, the first variational formula (5.8.6) leads to the weak conservation law

\[
0 \approx d_\lambda (-u_\xi^\mu \partial^\lambda \mathcal{L}_{YM}(\xi))
\]

of the Noether current

\[
\mathcal{J}_\lambda^\xi = - (\partial_\mu \xi^\mu + c^r_{pq} a^G_\mu \xi^q)(a^G_{pq} g^{\mu \alpha} g^{\lambda \beta} \mathcal{F}_\alpha^q \sqrt{|g|}).
\]

In accordance with Theorem 2.4.2, the Noether current (5.8.19) is brought into the superpotential form (2.4.50) which reads

\[
\mathcal{J}_\lambda^\xi = \xi^\nu E^\mu_r + d_\nu (\xi^\nu \partial^\mu) \mathcal{L}_{YM},
\]

\[
U^{\nu \mu} = \xi^\nu a^G_{pq} g^{\mu \alpha} g^{\beta \nu} \mathcal{F}_\alpha^q \sqrt{|g|}.
\]

Let us study energy-momentum conservation laws in Yang–Mills gauge theory. If a background world metric \( g \) is specified, one can find a particular
vector field $\tau$ on $X$ and its lift $\gamma\tau$ (2.4.39) onto $C$ which is an exact symmetry of the Yang–Mills Lagrangian (5.8.15). Then the energy-momentum current (2.4.40) along such a symmetry is conserved. We here obtain the energy-momentum conservation law as a gauge conservation law in the case of an arbitrary world metric $g$ and any vector field $\tau$ on $X$.

Given an arbitrary vector field $\tau$ on $X$, let $A$ be a principal connection on $P$ and $\tau_A$ (5.6.10) the lift of $\tau$ onto the bundle of principal connections $C$. Let us consider the energy-momentum current along the vector field $\tau_A$ (5.6.10) [112; 135].

Since the Yang–Mills Lagrangian (5.8.15) depends on a background world metric $g$, the vector field $\tau_A$ (5.6.10) is not its exact symmetry in general. Following the procedure in Section 2.4.6, let us consider the total Lagrangian

$$L = \frac{1}{4} a^r_{[pq}\sigma^{\lambda\mu} \sigma^{\beta\nu} \mathcal{F}_{\lambda\beta}^{pq} \mathcal{F}_{\mu\nu}^{rs} \sqrt{|\sigma| \omega}, \quad \sigma = \det(\sigma_{\mu\nu}),$$

(5.8.22)
on the total configuration space

$$J^1(C \times _X 2\sqrt{TX})$$

where the tensor bundle $2\sqrt{TX}$ is provided with the holonomic fibre coordinates $(\sigma^{\mu\nu})$. Given a vector field $\tau$ on $X$, there exists its canonical lift (1.1.26):

$$\tilde{\tau} = \tau^\lambda \partial_\lambda + (\partial_\nu \tau^\alpha \sigma^{\nu\beta} + \sigma_\nu \partial_\nu \tau^\mu) \partial_\mu,$$

onto the tensor bundle $2\sqrt{T^*X}$. It is the infinitesimal generator of a local one-parameter group of general covariant transformations of $2\sqrt{T^*X}$ (see Section 6.1). Thus, we have the lift

$$\tilde{\tau}_A = \tau^\lambda \partial_\lambda + (\partial_\nu (A^\nu_r^a) + \alpha^r_{pq} A^p_r A^q_r^a - a^r_{pq} \partial_p \partial_q \tau^\nu) \partial_\nu + \partial_\nu \tau^\alpha \sigma^{\nu\beta} + \sigma_\nu \partial_\nu \tau^\mu \partial_\mu \partial_\mu,$$

(5.8.23)
of a vector field $\tau$ on $X$ onto the product

$$C \times _X 2\sqrt{T^*X}.$$  

It is readily observed that the vector field $\tilde{\tau}_A$ (5.8.23) is an exact symmetry of the total Lagrangian (5.8.22). One the shell (5.8.17), we then obtain the weak transformation law (2.4.75). This reads

$$0 \approx (\partial_\nu \tau^\alpha g^{\nu\beta} + \partial_\nu \tau^\beta g^{\nu\alpha} - \partial_\lambda g^{\alpha\beta} \tau^\lambda) \partial_\alpha \partial_\beta \mathcal{L} - d_\lambda \mathcal{J}^\lambda_A,$$

(5.8.24)
where

\[
J_A^\lambda = \partial_\lambda^\mu \mathcal{L}_{YM}[\tau^\nu a_\mu] - \partial_\mu (A_\nu^\lambda \tau^\nu) - c_\mu^\rho a_\mu A_\nu^\rho \tau^\nu + \tau^\lambda \mathcal{L}_{YM}
\]

is the energy-momentum current along the vector field \(\tau_A\) (5.6.10).

The weak identity (5.8.24) can be written in the form

\[
0 \approx \partial_\lambda \tau_\mu t_\lambda^\mu \sqrt{|g|} - (\mu_\beta^\lambda t_\beta^\mu \sqrt{|g|} - d_\lambda J_\lambda^A),
\]

where \(\{\mu_\beta^\lambda\}\) are the Christoffel symbols (1.3.44) of a world metric \(g\) and

\[
t_\mu^\alpha \sqrt{|g|} = 2 g^{\alpha\beta} \partial_\alpha \partial_\beta \mathcal{L}_{YM} = (F_\mu^\nu \partial_\nu - \delta_\mu^\nu) \mathcal{L}_{YM}
\]

is the metric energy-momentum tensor of a gauge field. In particular, let a principal connection \(B\) be a solution of the Yang–Mills equations (5.8.17). Let us consider the lift (5.6.10) of a vector field \(\tau\) on \(X\) onto \(C\) by means of the principal connection \(A = B\). In this case, the energy-momentum current (5.8.25) reads

\[
J_B^\lambda \circ B = \tau_\mu (t_\mu^\lambda \circ B) \sqrt{|g|}.
\]

Then the weak identity (5.8.26) on a solution \(B\) takes the form of the familiar covariant conservation law

\[
\nabla_\lambda ((t_\mu^\lambda \circ B) \sqrt{|g|}) = 0,
\]

where \(\nabla\) is the covariant derivative with respect to the Levi–Civita connection \(\{\mu_\beta^\lambda\}\) of the background metric \(g\).

Note that, considering a different lift \(\gamma\tau\) of a vector field \(\tau\) on \(X\) to a principal vector field on \(C\), we obtain an energy-momentum current along \(\gamma\tau\) which differs from \(J_B^\lambda\) (5.8.27) in a Noether current (5.8.20). Since such a current is reduced to a superpotential, one can always bring the energy-momentum transformation law (5.8.24) into the covariant conservation law (5.8.28).

### 5.8.3 BRST extension

The gauge invariance conditions (5.8.7) – (5.8.9) lead to the Noether identities which the Euler–Lagrange operator \(\mathcal{E}_{YM}\) (5.8.16) of the Yang–Mills Lagrangian (5.8.15) satisfies (see Remark 2.4.6). These Noether identities are associated to the gauge symmetry \(u_\xi\) (5.8.4). By virtue of the formula (2.3.7), they read

\[
c_{\tau q} a_\mu E_\mu^p + d_\mu E_\mu^p = 0.
\]

**Lemma 5.8.1.** The Noether identities (5.8.29) are non-trivial.
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Proof. Following the procedure in Section 4.1, let us consider the density dual
\[ \nabla C = V^* C \otimes \bigwedge^n T^* X = \left( T^* X \otimes V G P \right)^* \otimes \bigwedge^n T^* X \] of the vertical tangent bundle \( V C \) of \( C \to X \), and let us enlarge the differential graded algebra \( S_\infty^* [C] \) to the differential bigraded algebra (4.1.6):
\[ P^\infty_\infty [\nabla C \land C] = S_\infty^* [\nabla C \land C] \]
possessing the local generating basis \(( a_r^\mu, a^\mu_r, c_r )\) where \( c_r \) are even Noether antifields.

Providing this differential bigraded algebra with the nilpotent right graded derivation
\[ \bar{\delta} = \frac{\partial}{\partial \pi^\mu_r} E^\mu_r, \]
let us consider the chain complex (4.1.8). Its one-chains
\[ \Delta_r = e_p^\mu_r \delta^p \pi_p^\mu + d^\mu_r \pi^\mu_r \] are \( \bar{\delta} \)-cycles which define the Noether identities (5.8.29). Clearly, they are not \( \bar{\delta} \)-boundaries. Therefore, the Noether identities (5.8.29) are non-trivial.

Lemma 5.8.2. The Noether identities (5.8.29) are complete.
Proof. The second order Euler–Lagrange operator \( E_{YM} \) (5.8.16) takes its values into the space of sections of the vector bundle
\[ ( T^* X \otimes V G P )^* \otimes \bigwedge^n T^* X \to X. \]
Let \( \Phi \) be a first order differential operator on this vector bundle such that
\[ \Phi \circ E_{YM} = 0. \]
This condition holds only if the highest derivative term of the composition \( \Phi^1 \circ E_{YM}^2 \) of the first order derivative term \( \Phi^1 \) of \( \Phi \) and the second order derivative term \( E_{YM}^2 \) of \( E_{YM} \) vanishes. This is the case only of
\[ \Phi^1 = \Delta^1_r = d^\mu_r \pi^\mu_r. \]

The graded densities \( \Delta_r \omega \) (5.8.31) constitute a local basis for a \( C^\infty(X) \)-module \( C_{(0)} \) isomorphic to the module \( V G P(X) \) of sections of the density dual \( V G P \) of the Lie algebra bundle \( V G P \to X \). Let us enlarge the differential bigraded algebra \( P^\infty_\infty [\nabla C \land C] \) to the differential bigraded algebra
\[ \P^\infty_\infty \{ 0 \} = S_\infty^* [\nabla C \land C \land V G P] \]
possessing the local generating basis \(( \alpha^\mu_r, \pi^\mu_r, \tau_r )\) where \( \tau_r \) are even Noether antifields.

Lemma 5.8.3. The Noether identities (5.8.29) are irreducible.
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Proof. Providing the differential bigraded algebra $\mathcal{P}_\infty^+\{0\}$ with the nilpotent odd graded derivation

$$\delta_0 = \delta + \frac{\partial}{\partial c_r} \Delta_r,$$

let us consider the chain complex (4.1.16). Let us assume that $\Phi$ (4.1.17) is a two-cycle of this complex, i.e., the relation (4.1.18) holds. It is readily observed that $\Phi$ obeys this relation only if its first term $G$ is $\overline{\delta}$-exact, i.e., the first-stage Noether identities (4.1.18) are trivial. □

It follows from Lemmas 5.8.1 – 5.8.3 that Yang–Mills gauge theory is an irreducible degenerate Lagrangian theory characterized by the complete Noether identities (5.8.29).

Following inverse second Noether Theorem 4.2.1, let us consider the differential bigraded algebra

$$P_\infty^+\{0\} = S_\infty[V C \oplus V G; C \times V_G P]$$

(5.8.32)

with the local generating basis $(a_r^\mu, \bar{a}_r^\mu, c^r, \bar{c}_r)$ where $c^r$ are odd ghosts. The gauge operator $u$ (4.2.8) associated to the Noether identities (5.8.29) reads

$$u = u = (c_r^\mu + c_{pq}^\mu a_p^\mu c_q) \frac{\partial}{\partial a_r^\mu}.$$

(5.8.33)

It is an odd gauge symmetry of the Yang–Mills Lagrangian $L_{YM}$ which can be obtained from the gauge symmetry $u_\xi$ (5.8.4) by replacement of gauge parameters $\xi^r$ with odd ghosts $c^r$ (see Remark 4.2.1).

Since the gauge symmetries $u_\xi$ form a Lie algebra (5.6.12), the gauge operator $u$ (5.8.33) admits the nilpotent BRST extension

$$b = (c_r^\mu + c_{pq}^\mu a_p^\mu c_q) \frac{\partial}{\partial a_r^\mu} - \frac{1}{2} c_{pq}^\mu c^p c^q \frac{\partial}{\partial e^r},$$

which is the well-known BRST operator in Yang–Mills gauge theory [63]. Then, by virtue of Theorem 4.4.2, the Yang–Mills Lagrangian $L_{YM}$ is extended to a proper solution of the master equation

$$L_E = L_{YM} + (c_r^\mu + c_{pq}^\mu a_p^\mu c_q) \bar{a}_r^\mu \omega - \frac{1}{2} c_{pq}^\mu c^p c^q \bar{c}_r \omega.$$

5.8.4 Matter field Lagrangian

Let $P$ be a principal bundle, and let $Y$ (5.7.1) be a $P$-associated bundle coordinated by $(x^\mu, y^i)$. Treating sections of $Y$ as matter fields, let us consider a Lagrangian system of gauge and matter fields. Its total Lagrangian $L_{tot}$ is defined on the configuration space

$$J^1(C \times V) = J^1C \times J^1Y.$$

(5.8.34)
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This Lagrangian is the sum

\[ L_{\text{tot}} = L_{\text{YM}} + L_m \] (5.8.35)

where \( L_{\text{YM}} \) is the pull-back of the Yang–Mills Lagrangian (5.8.15) onto the total configuration space (5.8.34) and \( L_m \) is a matter field Lagrangian describing matter fields in the presence of a gauge field.

Let us assume that the total Lagrangian (5.8.34) is gauge invariant and, consequently, that a matter field Lagrangian \( L_m \) is separately gauge invariant. We also assume that \( L_m \) depends on gauge fields, but not their derivatives, i.e., \( L_m \) is defined on the pull-back bundle

\[ C \times J^1 Y, \] (5.8.36)

coordinated by \( (x^\lambda, a^r_{\lambda i}, y^i, y^i_\lambda) \). Infinitesimal gauge transformations of this bundle are given by vector fields

\[ \vartheta \xi = u_\xi + J^1 Y \xi = (\partial_\mu \xi^r + c^r_{pq} a^p_{\mu} \xi^q) \partial^\mu + \xi^p I^1_p \partial_i + d_\lambda (\xi^p I^1_p \partial^\lambda). \] (5.8.37)

The gauge invariance condition reads

\[ L_{\vartheta \xi} L_m = [(\partial_\mu \xi^r + c^r_{pq} a^p_{\mu} \xi^q) \partial^\mu L_m + \xi^p I^1_p \xi^i + d_\mu (\xi^p I^1_p \partial^\mu L_m)] \omega = 0. \]

This condition leads to the equality (2.4.45):

\[ \partial^\mu L_m + I^1_\mu \partial^\mu L_m = 0, \]

which results in the following.

**Assertion 5.8.1.** It follows that a gauge invariant matter field Lagrangian factorizes as

\[ L_m : C \times J^1 Y \xrightarrow{D} \big( T^* X \otimes VY \big) \rightarrow \big( T^* X \otimes X \big) \]

through the covariant differential

\[ D = (y^i_{\mu} - a^i_{\mu} I^1_i) dx^\mu \otimes \partial_i \] (5.8.38)

relative to some principal connection on \( Y \rightarrow X \).

**Remark 5.8.2.** If a matter field Lagrangian \( L_m \) factorizes through the covariant differential \( D \) (5.8.38), it can be regarded as a function of formal variables \( y^i \) and \( k^i_\lambda = D^i_\lambda \). The infinitesimal gauge transformations (5.8.37) of these variables read

\[ \vartheta \xi = \xi^p I^1_p \partial_i + \xi^p \partial_j (I^1_j) k^i_\lambda \frac{\partial}{\partial k^j_\lambda}. \]

It is independent of derivatives \( \partial_\mu \xi^p \) of gauge parameters \( \xi^p \). Therefore, the gauge invariance condition (2.4.45) is trivially satisfied.
As a consequence, the Euler–Lagrange equation of the total Lagrangian (5.8.35) of gauge and matter fields takes the form
\[ \delta_i \mathcal{L}_m - d_\lambda \partial_\lambda \mathcal{L}_m = 0, \quad (5.8.39) \]
\[ \delta^a_i \mathcal{L}_m + c_{r}^{\mu} \epsilon^r_{\mu} (a_{\alpha \beta \gamma} g^{\alpha \beta} \mathcal{F}^q_{\alpha \beta} \sqrt{|g|}) - \partial_\mu \mathcal{L}_m I_\mu^r = 0. \quad (5.8.40) \]
The equation (5.8.39) is an equation of motion of matter fields in the presence of a gauge fields. A glance at the equation (5.8.40) shows that matter sources of a gauge field are components
\[ J^\mu_r = -\partial_\mu \mathcal{L}_m I_\mu^r \]
of the Noether current (2.4.34):
\[ \mathcal{J}^\mu = J^\mu_i \xi^r = -\partial_\mu \mathcal{L}_m \xi^r, \]
of matter fields.

5.9 Yang–Mills supergauge theory

Yang–Mills gauge theory on \( X = \mathbb{R}^n \) is straightforwardly extended to Yang–Mills supergauge theory by replacement of a Lie algebra \( g_r \) with a Lie superalgebra. Yang–Mills supergauge theory exemplifies Lagrangian theory of even and odd fields.

Let
\[ g = g_0 \oplus g_1 \]
be a finite-dimensional real Lie superalgebra with the basis \( \{ \varepsilon_r \} \), \( r = 1, \ldots, m \), and real structure constants \( c_{ij}^r \). They obey the relations
\[ c_{ij}^r = (-1)^{|i||j|} c_{ji}^r, \quad [r] = [i] + [j], \]
\[ (-1)^{|i||b|} c_{ij}^r c_{ib}^a + (-1)^{|a||i|} c_{ai}^r c_{ib}^j + (-1)^{|b||a|} c_{bj}^r c_{ia}^a = 0, \]
where \( [r] \) denotes the Grassmann parity of \( \varepsilon_r \). Given the universal enveloping algebra \( \mathfrak{g} \) of \( g \), we assume that there exists an even quadratic Casimir element \( h^{ij} \varepsilon_i \varepsilon_j \) of \( \mathfrak{g} \) such that the matrix \( h^{ij} \) is non-degenerate. Yang–Mills supergauge theory on \( X = \mathbb{R}^n \) associated to this Lie superalgebra is described by the differential bigraded algebra (4.1.6):
\[ \mathcal{P}_X^\bullet [F; Y] = S^*_X [F; Y], \]
where
\[ F = g \otimes T^* X, \quad Y = g_0 \otimes T^* X. \]
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It possesses the generating basis \((a^\alpha_\lambda)\) of Grassmann parity \([a^\alpha_\lambda] = [r]\). First jets of its elements admit the splitting

\[
a^\alpha_\lambda = \frac{1}{2}(\mathcal{F}^\alpha_\mu + S^\alpha_\mu) = \frac{1}{2}(a^\alpha_\lambda - a^\mu_\lambda + c^i_j a^i_\lambda a^j_\mu) + \frac{1}{2}(a^\alpha_\lambda + a^\mu_\lambda - c^i_j a^i_\lambda a^j_\mu)
\]

(cf. (5.5.12)). Given a constant metric \(g\) on \(\mathbb{R}^n\), the graded Yang–Mills Lagrangian reads

\[
L_{YM} = \frac{1}{4} h_{ij} g^\lambda_{\beta\nu} F^i_\lambda F^j_\beta
\]

Its variational derivatives \(\mathcal{E}^\lambda_r\) obey the irreducible complete Noether identities

\[
c^i_j a^i_\lambda \mathcal{E}^\lambda_r + d_\lambda \mathcal{E}_j^\lambda = 0.
\]

Therefore, let us enlarge the differential bigraded algebra \(\mathcal{P}^*_\infty[F;Y]\) to the differential bigraded algebra

\[
\mathcal{P}^*_\infty = \mathcal{S}^*_\infty[F \oplus \mathcal{F} \oplus \mathcal{E}_0;X;Y],
\]

\[
\mathcal{F} = \mathfrak{g}^* \otimes X \otimes \Lambda T^* X,
\]

\[
\mathcal{E}_0 = X \otimes \mathfrak{g}, \quad \mathcal{E}_0 = \mathfrak{g}^* \otimes \Lambda T^* X.
\]

Its generating basis \((a^\alpha_\lambda, \pi^\lambda_c, e^c, \tau_r)\) contains gauge fields \(a^\alpha_\lambda\), their antifields \(\pi^\lambda_c\) of Grassmann parity \([\pi^\lambda_c] = ([r] + 1) \text{mod} 2\),

the ghosts \(e^c\) of Grassmann parity

\([e^c] = ([r] + 1) \text{mod} 2\),

and the Noether antifields \(\tau_r\) of Grassmann parity \([\tau_r] = [r]\). Then the gauge operator (4.2.8) reads

\[
\mathbf{u} = (c^i_j - c^i_j c^c a^i_\lambda) \frac{\partial}{\partial a^\alpha_\lambda}.
\]

It admits the nilpotent BRST extension

\[
\mathbf{b} = (c^i_j - c^i_j c^c a^i_\lambda) \frac{\partial}{\partial a^\alpha_\lambda} - \frac{1}{2} (-1)^{[i]} c^i_j c^c \frac{\partial}{\partial e^c}.
\]

The corresponding proper solution (4.4.10) of the master equation takes the form

\[
L = L_{YM} + (c^i_j - c^i_j c^c a^i_\lambda) \pi^\lambda_c \omega - \frac{1}{2} (-1)^{[i]} c^i_j c^c \tau_r \omega.
\]
5.10 Reduced structure. Higgs fields

Gauge theory deals with the three types of classical fields. These are gauge potentials, matter fields and Higgs fields. Higgs fields are responsible for spontaneous symmetry breaking. Spontaneous symmetry breaking is a quantum phenomenon, but it is characterized by a classical background Higgs field. Therefore, it also is described in classical field theory. In classical gauge theory on a principal bundle \( P \to X \), spontaneous symmetry breaking is characterized by the reduction of a structure Lie group \( G \) of this principal bundle to a closed subgroup \( H \) of exact symmetries [83; 89; 120; 131; 155].

5.10.1 Reduction of a structure group

Let \( H \) and \( G \) be Lie groups and \( \phi : H \to G \) a Lie group homomorphism. If \( P_H \to X \) is a principal \( H \)-bundle, there always exists a principal \( G \)-bundle \( P_G \to X \) together with the principal bundle morphism

\[
\Phi : P_H \longrightarrow P_G
\]

over \( X \) (see Remark 5.3.3). It is the \( P_H \)-associated bundle

\[
P_G = (P_H \times G)/H
\]

with the typical fibre \( G \) on which \( H \) acts on the left by the rule \( h(g) = \phi(h)g \), while \( G \) acts on \( P_G \) as

\[
G \ni g' : (p, g)/H \to (p, gg')/H.
\]

Conversely, if \( P_G \to X \) is a principal \( G \)-bundle, a problem is to find a principal \( H \)-bundle \( P_H \to X \) together with a principal bundle morphism (5.10.1). If \( H \to G \) is a closed subgroup, we have the structure group reduction. If \( H \to G \) is a group epimorphism (a group extension (10.4.10)), one says that \( P_G \) lifts to \( P_H \).

Here, we restrict our consideration to the reduction problem (see Lemma 7.2.1 for an example of bundle lift). In this case, the bundle monomorphism (5.10.1) is called a reduced \( H \)-structure [64; 93].

Remark 5.10.1. Note that, in [64; 93], the reduced structures on the principle bundle \( LX \) of linear frames in the tangent bundle \( TX \) of \( X \) only are considered, and a class of isomorphisms of such reduced structures is restricted to holonomic automorphisms of \( LX \), i.e., the canonical lifts onto \( LX \) of diffeomorphisms of the base \( X \) (see Section 6.1).
5.10. Reduced structure. Higgs fields

Let $P$ (5.3.1) be a principal $G$-bundle, and let $H$, $\dim H > 0$, be a closed (and, consequently, Lie) subgroup of $G$. Then we have the composite bundle

$$P \to P/H \to X,$$

(5.10.2)

where

$$P_{\Sigma} = P \stackrel{\pi_{P\Sigma}}\rightarrow P/H$$

(5.10.3)

is a principal bundle with a structure group $H$ and

$$\Sigma = P/H \stackrel{\pi_{\Sigma}}\rightarrow X$$

(5.10.4)

is a $P$-associated bundle with the typical fibre $G/H$ on which the structure group $G$ acts on the left (see Example 5.3.1).

One says that a structure Lie group $G$ of a principal bundle $P$ is reduced to its closed subgroup $H$ if the following equivalent conditions hold.

- A principal bundle $P$ admits a bundle atlas $\Psi_P$ (5.3.3) with $H$-valued transition functions $\varrho_{\alpha\beta}$.

- There exists a principal reduced subbundle $P_H$ of $P$ with a structure group $H$.

**Remark 5.10.2.** It is easily justified that these conditions are equivalent. If $P_H \subset P$ is a reduced subbundle, its atlas (5.3.5) given by local sections $z_\alpha$ of $P_H \to X$ is a desired atlas of $P$. Conversely, let (5.3.5):

$$\Psi_P = \{(U_\alpha, z_\alpha), \varrho_{\alpha\beta}\},$$

be an atlas of $P$ with $H$-valued transition functions $\varrho_{\alpha\beta}$. For any $x \in U_\alpha \subset X$, let us define a submanifold $z_\alpha(x)H \subset P_x$. These submanifolds form a desired $H$-subbundle of $P$ because

$$z_\alpha(x)H = z_\beta(x)H \varrho_{\beta\alpha}(x)$$

on the overlaps $U_\alpha \cap U_\beta$.

**Theorem 5.10.1.** There is one-to-one correspondence

$$P^h = \pi_{P_{\Sigma}}^{-1}(h(X))$$

(5.10.5)

between the reduced principal $H$-subbundles $i_h : P^h \to P$ of $P$ and the global sections $h$ of the quotient bundle $P/H \to X$ (5.10.4) [92].

**Corollary 5.10.1.** A glance at the formula (5.10.5) shows that the reduced principal $H$-bundle $P^h$ is the restriction $h^*P_{\Sigma}$ (1.4.4) of the principal $H$-bundle $P_{\Sigma}$ (5.10.3) to $h(X) \subset \Sigma$. 
In classical field theory, global sections of a quotient bundle \( P/H \to X \) are interpreted as Higgs fields [131; 143].

In general, there is topological obstruction to reduction of a structure group of a principal bundle to its subgroup.

**Assertion 5.10.1.** In accordance with Theorem 1.1.4, the structure group \( G \) of a principal bundle \( P \) is always reducible to its closed subgroup \( H \), if the quotient \( G/H \) is diffeomorphic to a Euclidean space \( \mathbb{R}^m \).

In particular, this is the case of a maximal compact subgroup \( H \) of a Lie group \( G \) (see Example 5.3.1). Then the following is a corollary of Assertion 5.10.1 [147].

**Assertion 5.10.2.** A structure group \( G \) of a principal bundle is always reducible to its maximal compact subgroup \( H \).

As a consequence, there is a bijection between the cohomology sets

\[
H^1(X; G^\infty_X) = H^1(X; H^\infty_X)
\]

if \( H \) is a maximal compact subgroup of \( G \).

**Example 5.10.1.** For instance, this is the case of \( G = GL(n, \mathbb{C}) \), \( H = U(n) \) and \( G = GL(n, \mathbb{R}) \), \( H = O(n) \).

**Example 5.10.2.** Any affine bundle admits an atlas with linear transition functions. In accordance with Theorem 5.10.1, its structure group \( GA(m, \mathbb{R}) \) (see Example 5.2.1) is always reducible to the linear subgroup \( GL(m, \mathbb{R}) \) because

\[
GA(m, \mathbb{R})/GL(m, \mathbb{R}) = \mathbb{R}^m.
\]

### 5.10.2 Reduced subbundles

Different principal \( H \)-subbundles \( P^h \) and \( P^{h'} \) of a principal \( G \)-bundle \( P \) are not isomorphic to each other in general.

**Theorem 5.10.2.** Let a structure Lie group \( G \) of a principal bundle be reducible to its closed subgroup \( H \).

(i) Every vertical principal automorphism \( \Phi \) of \( P \) sends a reduced principal \( H \)-subbundle \( P^h \) of \( P \) onto an isomorphic principal \( H \)-subbundle \( P^{h'} \).

(ii) Conversely, let two reduced subbundles \( P^h \) and \( P^{h'} \) of a principal bundle \( P \to X \) be isomorphic to each other, and let \( \Phi : P^h \to P^{h'} \) be their isomorphism over \( X \). Then \( \Phi \) is extended to a vertical principal automorphism of \( P \).
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**Proof.** (i) Let

$$\Psi^h = \{(U_\alpha, z^h_\alpha, \varrho^h_{\alpha\beta})\}$$  \hspace{1cm} (5.10.7)

be an atlas of a reduced principal subbundle $P^h$, where $z^h_\alpha$ are local sections of $P^h \to X$ and $\varrho^h_{\alpha\beta}$ are the transition functions. Given a vertical automorphism $\Phi$ of $P$, let us provide the subbundle $P^h' = \Phi(P^h)$ with the atlas

$$\Psi^{h'} = \{(U_\alpha, z^{h'}_\alpha, \varrho^{h'}_{\alpha\beta})\}$$  \hspace{1cm} (5.10.8)

given by the local sections $z^{h'}_\alpha = \Phi \circ z^h_\alpha$ of $P^{h'} \to X$. Then it is readily observed that

$$\varrho^{h'}_{\alpha\beta}(x) = \varrho^h_{\alpha\beta}(x), \hspace{0.5cm} x \in U_\alpha \cap U_\beta. \hspace{1cm} (5.10.9)$$

(ii) Any isomorphism $(\Phi, \text{Id}_X)$ of reduced principal subbundles $P^h$ and $P^{h'}$ of $P$ defines an $H$-equivariant $G$-valued function $f$ on $P^h$ given by the relation

$$pf(p) = \Phi(p), \hspace{0.5cm} p \in P^h.$$ 

Its prolongation to a $G$-equivariant function on $P$ is defined as

$$f(pg) = g^{-1}f(p)g, \hspace{0.5cm} p \in P^h, \hspace{0.5cm} g \in G.$$ 

In accordance with the relation (5.6.2), this function provides a vertical principal automorphism of $P$ whose restriction to $P^h$ coincides with $\Phi$. □

**Theorem 5.10.3.** If the quotient $G/H$ is homeomorphic to a Euclidean space $\mathbb{R}^m$, all principal $H$-subbundles of a principal $G$-bundle $P$ are isomorphic to each other [147].

**Remark 5.10.3.** A principal $G$-bundle $P$ provided with the atlas $\Psi^h$ (5.10.7) can be regarded as a $P^h$-associated bundle with a structure group $H$ acting on its typical fibre $G$ on the left. Endowed with the atlas $\Psi^{h'}$ (5.10.8), it is a $P^{h'}$-associated $H$-bundle. The $H$-bundles $(P, \Psi^h)$ and $(P, \Psi^{h'})$ fail to be equivalent because their atlases $\Psi^h$ and $\Psi^{h'}$ are not equivalent. Indeed, the union of these atlases is the atlas

$$\Psi = \{(U_\alpha, z^h_\alpha, z^{h'}_\alpha, \varrho^h_{\alpha\beta}, \varrho^{h'}_{\alpha\beta}, \varrho_{\alpha\alpha} = f(z_\alpha))\}$$

possessing transition functions

$$z^{h'}_\alpha = z^h_\alpha \varrho_{\alpha\alpha}, \hspace{0.5cm} \varrho_{\alpha\alpha}(x) = f(z_\alpha(x)), \hspace{1cm} (5.10.10)$$

between the bundle charts $(U_\alpha, z^h_\alpha)$ and $(U_\alpha, z^{h'}_\alpha)$ of $\Psi^h$ and $\Psi^{h'}$, respectively. However, the transition functions $\varrho_{\alpha\alpha}$ are not $H$-valued. At the
same time, a glance at the equalities (5.10.9) shows that transition functions of both the atlases form the same cocycle. Consequently, the $H$-bundles $(P, \Psi^h)$ and $(P, \Psi^{h'})$ are associated. Due to the isomorphism $\Phi : P^h \to P^{h'}$, one can write
\[
P = (P^h \times G)/H = (P^{h'} \times G)/H,
\]
\[
(p \times g)/H = (\Phi(p) \times f^{-1}(p)g)/H.
\]
For any $\rho \in H$, we have
\[
(\rho \cdot p, \rho' \cdot g)/H = (\Phi(p) \rho f^{-1}(p)g)/H = (\Phi(p), \rho f^{-1}(p)g)/H =
\]
\[
(\Phi(p), f^{-1}(p) \rho' g)/H,
\]
where $\rho' = f(p) \rho f^{-1}(p)$. (5.10.11)

It follows that $(P, \Psi^{h'})$ can be regarded as a $P^h$-associated bundle with the same typical fibre $G$ as that of $(P, \Psi^h)$, but the action $g \to \rho' g$ (5.10.11) of a structure group $H$ on the typical fibre of $(P, \Psi^{h'})$ is not equivalent to its action $g \to \rho g$ on the typical fibre of $(P, \Psi^h)$ (see Remark 5.1.1).

5.10.3 Reducible principal connections

There are the following properties of principal connections compatible with a reduced structure [92].

**Theorem 5.10.4.** Since principal connections are equivariant, every principal connection $A_h$ on a reduced principal $H$-subbundle $P^h$ of a principal $G$-bundle $P$ gives rise to a principal connection on $P$.

**Theorem 5.10.5.** A principal connection $A$ on a principal $G$-bundle $P$ is reducible to a principal connection on a reduced principal $H$-subbundle $P^h$ of $P$ if and only if the corresponding global section $h$ of the $P$-associated fibre bundle $P/H \to X$ is an integral section of the associated principal connection $A$ on $P/H \to X$.

**Theorem 5.10.6.** Let the Lie algebra $\mathfrak{g}_l$ of $G$ be the direct sum
\[
\mathfrak{g}_l = \mathfrak{h}_l \oplus \mathfrak{m}
\]
(5.10.12) of the Lie algebra $\mathfrak{h}_l$ of $H$ and a subspace $\mathfrak{m}$ such that $\text{Ad}_g(\mathfrak{m}) \subset \mathfrak{m}$, $g \in H$ (e.g., $H$ is a Cartan subgroup of $G$). Let $A$ be a $\mathfrak{g}_l$-valued connection form (5.4.12) on $P$. Then, the pull-back of the $\mathfrak{h}_l$-valued component of $\overline{A}$ onto a reduced principal $H$-subbundle $P^h$ is a $\mathfrak{h}_l$-valued connection form of a principal connection $\overline{A}_{hh}$ on $P^h$. 
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The following is a corollary of Theorem 5.4.1.

**Theorem 5.10.7.** Given the composite bundle (5.10.2), let $A_\Sigma$ be a principal connection on the principal $H$-bundle $P \to \Sigma$ (5.10.3). Then, for any reduced principal $H$-bundle $i_h : P^h \to P$, the pull-back connection $i_h^*A_\Sigma$ (1.4.18) is a principal connection on $P^h$.

5.10.4  **Associated bundles. Matter and Higgs fields**

In accordance with Theorem 5.10.1, there is a bijection between the set of reduced principal $H$-subbundles $P^h$ of $P$ and the set of Higgs fields $h$. Given such a subbundle $P^h$, let

$$Y^h = (P^h \times V)/H$$  \hspace{1cm} (5.10.13)

be the associated vector bundle with a typical fibre $V$ which admits a representation of the group $H$ of exact symmetries. Its sections $s_h$ describe matter fields in the presence of the Higgs fields $h$ and some principal connection $A_h$ on $P^h$. In general, the fibre bundle $Y^h$ (5.10.13) fails to be associated with another principal $H$-subbundles $P^{h'}$ of $P$. It follows that, in this case, a $V$-valued matter field can be represented only by a pair with a certain Higgs field. The goal is to describe the totality of these pairs $(s_h, h)$ for all Higgs fields $h \in \Sigma(X)$.

**Remark 5.10.4.** If reduced principal $H$-subbundles $P^h$ and $P^{h'}$ of a principal $G$-bundle are isomorphic in accordance with Theorem 5.10.2, then the $P^h$-associated bundle $Y^h$ (5.10.13) is associated as

$$Y^h = (\Phi(p) \times V)/H$$  \hspace{1cm} (5.10.14)

to $P^{h'}$. If a typical fibre $V$ admits an action of the whole group $G$, the $P^h$-associated bundle $Y^h$ (5.10.13) also is $P$-associated as

$$Y^h = (P^h \times V)/H = (P \times V)/G.$$

In order to describe matter fields in the presence of different Higgs fields, let us consider the composite bundle (5.10.2) and the composite bundle

$$Y \xrightarrow{\pi_Y \Sigma} \xrightarrow{\pi_{\Sigma X}} X$$  \hspace{1cm} (5.10.15)

where $Y \to \Sigma$ is a $P_\Sigma$-associated bundle

$$Y = (P \times V)/H$$  \hspace{1cm} (5.10.16)
with a structure group $H$. Given a global section $h$ of the fibre bundle $\Sigma \to X$ (5.10.4) and the corresponding reduced principal $H$ subbundle $P^h = h^*P$, the $P^h$-associated fibre bundle (5.10.13) is the restriction
\[ Y^h = h^*Y = (h^*P \times V)/H \] (5.10.17)
of the fibre bundle $Y \to \Sigma$ to $h(X) \subset \Sigma$. By virtue of Theorem 1.4.2, every global section $s^h$ of the fibre bundle $Y^h$ (5.10.17) is a global section of the composite bundle (5.10.15) projected onto the section $h = \pi_{Y\Sigma} \circ s$ of the fibre bundle $\Sigma \to X$. Conversely, every global section $s$ of the composite bundle $Y \to X$ (5.10.15) projected onto a section $h = \pi_{Y\Sigma} \circ s$ of the fibre bundle $\Sigma \to X$ takes its values into the subbundle $Y^hY$ (5.10.13). Hence, there is one-to-one correspondence between the sections of the fibre bundle $Y^h$ (5.10.13) and the sections of the composite bundle (5.10.15) which cover $h$.

Thus, it is the composite bundle $Y \to X$ (5.10.15) whose sections describe the above mentioned totality of pairs $(s^h, h)$ of matter fields and Higgs fields in classical gauge theory with spontaneous symmetry breaking [112; 143].

**Lemma 5.10.1.** The composite bundle $Y \to X$ (5.10.15) is a $P$-associated bundle with a structure group $G$. Its typical fibre is the $H$-bundle
\[ W = (G \times V)/H \] (5.10.18)
associated with the principal $H$-bundle $G \to G/H$ (5.3.6).

**Proof.** One can consider a principal bundle $P \to X$ as the $P$-associated bundle
\[ P = (P \times G)/G, \]
\[ (pg', g) = (p, g'g), \quad p \in P, \quad g, g' \in G, \]
whose typical fibre is the group space of $G$ which a group $G$ acts on by left multiplications. Then the quotient (5.10.16) can be represented as
\[ Y = (P \times (G \times V)/H)/G, \]
\[ (pg', (gp, v)) = (pg', (g, \rho v)) = (p, g'(g, \rho v)) = (p, (g'g, \rho v)). \]

It follows that $Y$ (5.10.16) is a $P$-associated bundle with the typical fibre $W$ (5.10.18) which the structure group $G$ acts on by the law
\[ g' : (G \times V)/H \to (g'G \times V)/H. \] (5.10.19)
This is a familiar induced representation of $G$ [107]. □
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Given an atlas \( \{(U_a, z_a)\} \) (5.3.5) of the principal \( H \)-bundle \( G \to G/H \), the induced representation (5.10.19) reads

\[
g'(\sigma, v) = (z_a(\sigma), v)/H \to (\sigma', v') = (g'z_a(\sigma), v)/H = \\
(z_b(\pi_{GH}(g'z_a(\sigma))))/H \to (z_b(\pi_{GH}(g'z_a(\sigma))))/H, \\
r' = z_b^{-1}(\pi_{GH}(g'z_a(\sigma)))g'z_a(\sigma) \in H, \quad \sigma \in U_a, \quad \pi_{GH}(g'z_a(\sigma)) \in U_b.
\]

An example of induced representations is the well-known non-linear realization [30; 86] (see Section 5.11).

**Lemma 5.10.2.** Given a global section \( h \) of the quotient bundle \( \Sigma \to X \) (5.10.4), any atlas of a \( P_\Sigma \)-associated bundle \( Y \to \Sigma \) defines an atlas of a \( P \)-associated bundle \( Y \to X \) with \( H \)-valued transition functions. The converse need not be true.

**Proof.** Any atlas \( \Psi \) of a \( P_\Sigma \)-associated bundle \( Y \to \Sigma \) is defined by an atlas

\[
\Psi_{P_\Sigma} = \{(U_\Sigma, z), \varrho_{\lambda\kappa}\}
\]

of the principal \( H \)-bundle \( P_\Sigma \) (5.10.3). Given a section \( h \) of \( \Sigma \to X \), we have an atlas

\[
\Psi^h = \{(\pi_{P_\Sigma}(U_\Sigma), z, h), \varrho_{\lambda\kappa} \circ h\}
\]

of the reduced principal \( H \)-bundle \( P^h \) which also is an atlas of \( P \) with \( H \)-valued transition functions (see Remark 5.10.2). □

Given an atlas \( \Psi_P \) of \( P \), the quotient bundle \( \Sigma \to X \) (5.10.4) is endowed with an associated atlas (5.7.5). With this atlas and an atlas \( \Psi_{Y_\Sigma} \) of \( Y \to \Sigma \), the composite bundle \( Y \to X \) (5.10.15) is endowed with adapted bundle coordinates \((x, \sigma, y')\) where \( (\sigma^m) \) are fibre coordinates on \( \Sigma \to X \) and \((y')\) are those on \( Y \to \Sigma \).

**Lemma 5.10.3.** Any principal automorphism of a principal \( G \)-bundle \( P \to X \) also is a principal automorphism of a principal \( H \)-bundle \( P \to \Sigma \) and, consequently, it yields an automorphism of the \( P_\Sigma \)-associated bundle \( Y \) (5.10.15).

**Proof.** A principal automorphism of \( P \to X \) is \( G \)-equivariant and, consequently, \( H \)-equivariant, i.e., it is a principal automorphism of \( P \to \Sigma \). □

The converse is not true. For instance, a vertical principal automorphism of \( P \to \Sigma \) is never a principal automorphism of \( P \to X \).
By virtue of Lemma 5.10.3, every $G$-principal vector field $\xi$ (5.3.16) on $P \to X$ also is an $H$-principal vector field
\[ \xi_H = \xi^a \partial_a + \xi^p(x^\mu) J_p^m \partial_m + \partial^a \xi_d(x^\mu, \sigma^k) e_a \] (5.10.23)
on $P \to \Sigma$ where $\{J_p\}$ is a representation of the Lie algebra $\mathfrak{g}$, of $G$ in $G/H$ and $\{e_a = \psi_i(e_a)\}$ is a basis for the Lie algebra $\mathfrak{h}$, of $H$. Given different principal vector fields $\xi$ and $\eta$ (5.3.16), the Lie algebra bracket (5.3.17) leads to the relation
\[ \{\xi, \eta\} = \xi^a \partial_a \xi^b \partial_b + \partial^a \xi_d(x^\mu, \sigma^k) \partial^a \eta_d(x^\mu, \sigma^k) + \eta^a \partial_a \xi_d(x^\mu, \sigma^k) \partial^a \eta_d(x^\mu, \sigma^k) \] (5.10.24)
Both the $G$-principal vector field $\xi$ (5.3.16) and the $H$-principal vector field $\xi_H$ (5.10.23) yield the infinitesimal gauge transformation $\nu_\xi$ (5.7.8) of the composite bundle $Y$ seen as a $P$- and $P_G$-associated bundle. It reads
\[ \nu_\xi = \xi^a \partial_a + \xi^p(x^\mu) J_p^m \partial_m + \partial^a \xi_d(x^\mu, \sigma^k) I^a_n \partial_n \] (5.10.25)
where $\{I_n\}$ is a representation of the Lie algebra $\mathfrak{h}$, of $V$.

Because the principal vector field $\xi_H$ (5.10.23) is never vertical with respect to the fibration $P \to \Sigma$, one also considers vertical principal vector fields
\[ \zeta = \zeta^a(x^\mu, \sigma^k) e_a \] seen as sections of the Lie algebra bundle $V_H P \to \Sigma$. These vector fields yield vertical infinitesimal gauge transformations
\[ \nu_\zeta = \zeta^a(x^\mu, \sigma^k) I^a_n \partial_n \] (5.10.26)
of the $P_G$-associated bundle $Y \to \Sigma$.

Though $Y$ (5.10.16) is a $P$-associated bundle, a principal connection on $P$ fails to be reducible to a connection on an arbitrary principal $H$-subbundle $P^h$ of $P$ (see Theorem 5.10.5). Therefore, it can not define a connection on the corresponding subbundle $Y^h$ (5.10.13) of $Y \to X$ in general. At the same time, all $H$-subbundles $Y^{h_i}$ of $Y \to X$ can be provided with associated principal connections as follows.

**Lemma 5.10.4.** Given a principal connection
\[ A_\Sigma = dx^\lambda \otimes (\partial_\lambda + A^a_\lambda e_a) + d\sigma_m \otimes (\partial_m + A^a_m e_a) \] (5.10.27)
on the principal $H$-bundle $P \to \Sigma$, let
\[ A^h = dx^\lambda \otimes (\partial_\lambda + A^a_\lambda(x^\mu, \sigma^k) I^a_i \partial_i) + d\sigma_m \otimes (\partial_m + A^a_m(x^\mu, \sigma^k) I^a_i \partial_i) \] (5.10.28)
be an associated principal connection on $Y \to \Sigma$. Then, for any $H$-subbundle $Y^h \to X$ of the composite bundle $Y \to X$, the pull-back connection (1.4.18):
\[ A_h = h^* A^h \] (5.10.29)is a connection on $Y^h$ associated with the pull-back principal connection $h^* A_\Sigma$ on the reduced principal $H$-subbundle $P^h$ in Theorem 5.10.7.
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5.10.5 Matter field Lagrangian

Lemmas 5.10.1 – 5.10.4 lead to the following feature of formulating Lagrangian gauge theory with spontaneous symmetry breaking.

Let $P \rightarrow X$ be a principal bundle whose structure group $G$ is reducible to a closed subgroup $H$. Let $Y$ be the $P_G$-associated bundle (5.10.16). The total configuration space of gauge theory of principal connections on $P$ in the presence of matter and Higgs fields is

$$J^1C \times J^1Y_X$$

(5.10.30)

where $C$ is the bundle of principal connections on $P$ (5.4.3) and $J^1Y$ is the first order jet manifold of $Y \rightarrow X$. A total Lagrangian on the configuration space (5.10.30) is a sum

$$L_{\text{tot}} = L_{\text{YM}} + L_m + L_\sigma$$

(5.10.31)

of the Yang–Mills Lagrangian $L_{\text{YM}}$ (5.8.15), a matter field Lagrangian $L_m$ and a Higgs field Lagrangian $L_\sigma$. In the case of a background Higgs field $h$, one considers the pull-back Lagrangian $h^*L_{\text{tot}}$ on the configuration space

$$J^1C \times J^1Y_{X}^h.$$  

(5.10.32)

The total Lagrangian $L_{\text{tot}}$ is required to be invariant with respect to vertical principal automorphisms of $P \rightarrow X$ and $P \rightarrow \Sigma$. It follows that a matter field Lagrangian $L_m$ and a Higgs field Lagrangian $L_\sigma$ must be separately gauge invariant. This means that

$$L_{J^1\upsilon^k}L_m = 0, \quad L_{J^1\upsilon^k}L_\sigma = 0,$$

(5.10.33)

$$\upsilon^k = \xi^\mu J^\mu_m \partial_m + \psi^a_\upsilon I^a_i \partial_i, \quad \upsilon^k = \xi^\mu I^a_i \partial_i,$$

(5.10.34)

and

$$L_{J^1\upsilon^k}L_m = 0, \quad \upsilon^k = \xi^\mu J^\mu_m \partial_m.$$

(5.10.35)

Unless a Higgs field is specified, we restrict our consideration to a matter field Lagrangian $L_m$.

In order to satisfy the conditions (5.10.33), let us consider some principal connection $A_G$ (5.10.27) on the principal $H$-bundle $P \rightarrow \Sigma$ and the associated connection $A_{Y\Sigma}$ (5.10.28) on $Y \rightarrow \Sigma$. Let a matter field Lagrangian $L_m$ factorize as

$$L_m : J^1Y \xrightarrow{\tilde{D}} T^*X \quad \otimes \quad V_{\Sigma}Y \quad \rightarrow \quad \wedge \quad T^*X$$

through the vertical covariant differential $\tilde{D}$ (1.4.17) which reads

$$\tilde{D} = dx^\lambda \otimes (g^i_\lambda - (A^m_{\alpha} \sigma^m + A^a_\lambda) I^a_i) \partial_i.$$  

(5.10.35)
In this case, $L_m$ can be regarded as a function $L_m(y^i, k^1_{\lambda})$ of formal variables $y^i$ and $k^1_{\lambda} = \tilde{D}^1_{\lambda}$. Let

$$v = v^m(\xi)\partial_m + v^i(\xi)\partial_i$$

be a vertical infinitesimal gauge transformation of $Y \to X$ generalizing the infinitesimal gauge transformations (5.10.34). The corresponding infinitesimal gauge transformation of variables $(y^i, k^1_{\lambda})$ reads

$$v = v^i\partial_i + \partial_j v^i k^1_{j\lambda} \frac{\partial}{\partial k^1_{\lambda}}.$$ 

It is independent of derivatives of gauge parameters $\xi$. Therefore, the gauge invariance condition (2.4.45) is trivially satisfied (see Remark 5.8.2). Thus, we come to the following.

**Assertion 5.10.3.** In gauge theory with spontaneous symmetry breaking on a principal bundle $P$ whose structure group $G$ is reducible to a closed subgroup $H$, a matter field Lagrangian is gauge invariant only if it factorizes through the vertical covariant differential of some $H$-principal connection on $P \to P/H$ (cf. Assertion 5.8.1).

For instance, let the Lie algebra $g_r$ of a group $G$ admit the decomposition (5.10.12). In this case, every principal connection $A$ (5.4.10) on a principal $G$-bundle $P \to X$ induces a principal connection $\overline{A}_h$ on any reduced principal subbundle $P^h$ of $P$ (see Theorem 5.10.12) and, consequently, on a $P^h$-associated bundle $Y^h = h^*Y$. By virtue of Theorem 5.10.4, it gives rise to a principal connection on $P$ such that $h$ is an integral section of the associated connection

$$\overline{A}_h = dx^\lambda \otimes (\partial_\lambda + J^m \partial_m),$$

on the $P$-associated bundle $\Sigma \to X$.

Written with respect to a bundle atlas $\Psi_h$ (5.10.7) of $P$ with $H$-valued transition functions, the Higgs field $h$ takes its values into the center of the homogeneous space $G/H$ and the connection $\overline{A}_h$ reads

$$\overline{A}_h = dx^\lambda \otimes (\partial_\lambda + A^a_\lambda e_a).$$

(5.10.36)

We have

$$A = \overline{A}_h + \Theta = dx^\lambda \otimes (\partial_\lambda + A^a_\lambda e_a) + \Theta^p_\lambda dx^\lambda \otimes e_b,$$

(5.10.37)

where $\{\varepsilon_a = \psi^h(e_a)\}$ is a basis for the Lie algebra $\mathfrak{h}_r$ and $\{\varepsilon_h = \psi^h(e_b)\}$ is that for $\mathfrak{m}_r$. Written with respect to an arbitrary atlas of $P$, the decomposition (5.10.37) reads

$$A = \overline{A}_h + \Theta, \quad \Theta = \Theta^p_\lambda dx^\lambda \otimes e_p,$$
and obeys the relation

$$\Theta^p J^m_p = \nabla^\lambda h^m,$$

where $D_\lambda$ are covariant derivatives (1.3.19) relative to the associated principal connection $A$ on $\Sigma \to X$.

Based on this fact, let consider the covariant differential

$$D = D_\lambda^m dx^\lambda \otimes \partial_m = (\sigma_\lambda^m - A_\lambda^m J^m_p) dx^\lambda \otimes \partial_m$$

relative to the associated principal connection $A$ on $\Sigma \to X$. It can be regarded as a $V\Sigma$-valued one-form on the jet manifold $J^1\Sigma$ of $\Sigma \to X$. Since the decomposition (5.10.37) holds for any section $h$ of $\Sigma \to X$, there exists a $V_G P$-valued one-form

$$\Theta = \Theta^p dx^\lambda \otimes e_p$$
on $J^1\Sigma$ which obeys the equation

$$\Theta^p J^m_p = D_\lambda^m.$$  \hfill (5.10.38)

Then we obtain the $V_G P$-valued one-form

$$A_H = dx^\lambda \otimes (\partial_\lambda + (a_\lambda^p - \Theta_\lambda^p) e_p)$$
on $J^1\Sigma$ whose pull-back onto each $J^1 h(X) \subset J^1 \Sigma$ is the connection $\overline{A}_h$ (5.10.36) written with respect to the atlas $\Psi^h$ (5.10.22). The decomposition (5.10.37) holds and, consequently, the equation (5.10.38) possesses a solution for each principal connection $A$. Therefore, there exists a $V_G P$-valued one-form

$$A_H = dx^\lambda \otimes (\partial_\lambda + (a_\lambda^p - \Theta_\lambda^p) e_p)$$ \hfill (5.10.39)
on the product

$$J^1 \Sigma \times J^1 C$$

such that, for any principal connection $A$ and any Higgs field $h$, the restriction of $A_H$ (5.10.39) to

$$J^1 h(X) \times A(X) \subset J^1 \Sigma \times J^1 C$$

is the connection $\overline{A}_h$ (5.10.36) written with respect to the atlas $\Psi^h$ (5.10.22).

Let us now assume that, whenever $A$ is a principal connection on a principal $G$-bundle $P \to X$, there exists a principal connection $A_\Sigma$ (5.10.27) on a principal $H$-bundle $P \to \Sigma$ such that the pull-back connection $A_h$ =
$h^* A Y \Sigma$ (5.10.29) on $Y^h$ coincides with $\overline{A}_h$ (5.10.36) for any $h \in \Sigma(X)$. In this case, there exists $V_2 Y$-valued one-form

$$D = dx^\lambda \otimes (y^\lambda_1 - (A^m_{a^a} \sigma^m_{\lambda}) + A^a) I^a_i \partial_i$$

(5.10.40)
on the configuration space (5.10.30) whose components are defined as follows. Given a point

$$(x^\lambda, a^m_{\mu}, a^m_{\lambda\mu}, \sigma^m, \sigma^m_{\lambda}, y_i, y^\lambda_i) \in J^1 C \times J^1 Y,$$

(5.10.41)

let $h$ be a section of $\Sigma \rightarrow X$ whose first jet $j^1_2 h$ at $x \in X$ is $(\sigma^m, \sigma^m_{\lambda})$, i.e.,

$$h^m(x) = \sigma^m, \quad \partial_\lambda h^m(x) = \sigma^m_{\lambda}.$$ Let the bundle of principal connections $C$ and the Lie algebra bundle $V_P$ be provided with the atlases associated with the atlas $\Psi^P$ (5.10.22). Then we write

$$A_h = \overline{A}_h, \quad A^m_{a^a} \sigma^m_{\lambda} + A^a = a^a_{\lambda} - \Theta^a_{\lambda}.$$ (5.10.42)

These equations for functions $A^m_{a^a}$ and $A^a$ at the point (5.10.41) have a solution because $\Theta^a_{\lambda}$ are affine functions in the jet coordinates $\sigma^m_{\lambda}$.

Given solutions of the equations (5.10.42) at all points of the configuration space (5.10.30), we require that a matter field Lagrangian factorizes as

$$L_m : J^1 C \times J^1 Y \overset{D}{\rightarrow} T^* X \otimes V_2 Y \rightarrow \nabla T^* X$$

(5.10.43)

through the form $D$ (5.10.40), called the universal covariant differential.

It should be emphasized that the universal covariant differential $D$ (5.10.40) and, consequently, a Lagrangian $L_m$ depends on the local transition functions

$$\psi_i \circ h = g_{i\alpha} \psi_\alpha$$

(5.10.44)

where $\psi_\alpha$ and $\psi_i$ are trivialization morphisms of the atlases $\Psi_P$ (5.3.5) of $P \rightarrow X$ and $\Psi_{P \Sigma}$ (5.10.21) of $P \rightarrow \Sigma$. One can not exclude the functions (5.10.44) from a matter field Lagrangian $L_m$ because the configuration space (5.10.30) is necessarily characterized by both these atlases. Therefore, let us treat them as additional variables. These are not dynamic variables because any local function (5.10.44) can be brought into the identity map by an appropriate choice of atlases $\Psi_P$ and $\Psi_{P \Sigma}$, but they provide the gauge invariance of the matter field Lagrangian (5.10.43) both with respect to vertical automorphisms of $P \rightarrow X$ and $P \rightarrow \Sigma$. 
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As a generalization of Remark 5.6.1, the transition functions (5.10.44) can be represented by local sections of the following composite bundle. Let us consider the pull-back of the principal $G$-bundle $P \to X$ onto $\Sigma$ and the product

$$(\Sigma \times P)_X \times P_\Sigma.$$ 

This is a principal bundle over $\Sigma$ with the structure group $G \times H$. Let us consider the associated bundle

$$P_\varrho = \left(\left(\left(\frac{P \times P}{G \times H}\right) \times G\right) \times G\right) / (G \times H),$$

(5.10.45)

$$(pg \times pp) \times g' = ((p \times p) \times pg'g^{-1}).$$

Transition functions $\varrho$ (5.10.44) are sections of the composite bundle

$$P_\varrho \to \Sigma \to X.$$ 

Hence, the total configuration space of the matter field Lagrangian $L_m$ (5.10.43) is

$$J^1X \times (J^1Y \times P_\varrho).$$

(5.10.46)

Vertical automorphisms of $P \to X$ and $P \to \Sigma$ yield automorphisms (5.7.7) of the bundle $P_\varrho$ (5.10.45) and the gauge transformations of the configuration space (5.10.46).

In Section 7.3, we apply this scheme of spontaneous symmetry breaking to describing Dirac fermion fields in gauge gravitation theory.

5.11 Appendix. Non-linear realization of Lie algebras

The well-known non-linear realization of a Lie group $G$ possessing a Cartan subgroup $H$ exemplifies the induced representation (5.10.20) [30; 86]. In fact, it is a representation of the Lie algebra of $G$ around its origin as follows.

The Lie algebra $\mathfrak{g}_r$ of a Lie group $G$ containing a Cartan subgroup $H$ is split into the sum

$$\mathfrak{g} = \mathfrak{h}_r + \mathfrak{j}$$

of the Lie algebra $\mathfrak{h}_r$ of $H$ and its supplement $\mathfrak{j}$ obeying the commutation relations

$$[\mathfrak{j}, \mathfrak{j}] \subset \mathfrak{h}_r, \quad [\mathfrak{j}, \mathfrak{h}_r] \subset \mathfrak{j}.$$
In this case, there exists an open neighbourhood $U$ of the unit $1 \in G$ such that any element $g \in U$ is uniquely brought into the form

$$g = \exp(F) \exp(I), \quad F \in \mathfrak{f}, \quad I \in \mathfrak{h}_r.$$  

Let $U_G$ be an open neighbourhood of the unit of $G$ such that $U_G^2 \subset U$, and let $U_0$ be an open neighbourhood of the $H$-invariant center $\sigma_0$ of the quotient $G/H$ which consists of elements

$$\sigma = g\sigma_0 = \exp(F)\sigma_0, \quad g \in U_G.$$ 

Then there is a local section $s(g\sigma_0) = \exp(F)$ of $G \to G/H$ over $U_0$. With this local section, one can define the induced representation (5.10.20) of elements $g \in U_G \subset G$ on $U_0 \times V$ given by the expressions

$$g \exp(F) = \exp(F') \exp(I'), \quad (5.11.1)$$  

$$g : (\exp(F)\sigma_0, v) \to (\exp(F')\sigma_0, \exp(I')v).$$ 

The corresponding representation of the Lie algebra $\mathfrak{g}_r$ of $G$ takes the following form. Let $\{F_\alpha\}, \{I_a\}$ be the bases for $\mathfrak{f}$ and $\mathfrak{h}_r$, respectively. Their elements obey the commutation relations

$$[I_a, I_b] = c^{d}_a b I_d, \quad [F_\alpha, F_\beta] = c^{d}_\alpha \beta I_d, \quad [F_\alpha, I_b] = c^d_\alpha b F_d.$$ 

Then the relation (5.11.1) leads to the formulas

$$F_\alpha : F \to F' = F_\alpha + \sum_{k=1}^{l_{2k}} [\ldots [F_\alpha, F], F], \ldots, F] - (5.11.2)$$  

$$l_n \sum_{n=1}^{n-1} [\ldots [F, F'], F'], \ldots, F'],$$  

$$l' = \sum_{k=1}^{l_{2k-1}} [\ldots [F_\alpha, F], F], \ldots, F],$$  

$$I_a : F \to F' = 2 \sum_{k=1}^{l_{2k-1}} [I_a, F], \ldots, F],$$  

$$l' = I_a,$$  

where coefficients $l_n, n = 1, \ldots$, are obtained from the recursion relation

$$\frac{n}{(n+1)!} = \sum_{i=1}^{n} \frac{l_i}{(n+1-i)!}.$$ 

Let $U_F$ be an open subset of the origin of the vector space $\mathfrak{f}$ such that the series (5.11.2) – (5.11.5) converge for all $F \in U_F, F_\alpha \in \mathfrak{f}$ and $I_a \in \mathfrak{h}_r$. Then
the above mentioned non-linear realization of the Lie algebra $\mathfrak{g}_r$ in $U_F \times V$ reads

\[ F_\alpha : (F, v) \rightarrow (F', I'v), \]
\[ I_\alpha : (F, v) \rightarrow (F', I'v), \]

where $F'$ and $I'$ are given by the expressions (5.11.2) - (5.11.4). In physical models, the coefficients $\sigma^\alpha$ of $F = \sigma^\alpha F_\alpha$ are treated as Goldstone fields.

Non-linear realizations of many groups especially in application to gravitation theory have been studied [82; 91; 104].
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Chapter 6

Gravitation theory on natural bundles

Gravitation theory (without matter fields) can be formulated as gauge theory on natural bundles $T$ over an oriented four-dimensional manifold $X$ [140; 142]. It is metric-affine gravitation theory whose dynamic variables are linear world connections and pseudo-Riemannian world metrics on $X$. Its Lagrangians are invariant under general covariant transformations. Infinitesimal generators of local one-parameter groups of these transformations are the functorial lift (i.e., the Lie algebra monomorphism) of vector fields on $X$ onto a natural bundle. They are infinitesimal gauge transformations whose gauge parameters are vector fields on $X$.

Throughout Chapters 6 and 7, by $X$ is meant an oriented simply connected four-dimensional manifold, called a world manifold.

6.1 Natural bundles

Let $\pi : Y \to X$ be a smooth fibre bundle coordinated by $(x^\lambda, y^i)$. Any automorphism $(\Phi, f)$ of $Y$, by definition, is projected as

$$\pi \circ \Phi = f \circ \pi$$

onto a diffeomorphism $f$ of its base $X$. The converse is not true. A diffeomorphism of $X$ need not give rise to an automorphism of $Y$, unless $Y \to X$ is a trivial bundle.

Given a one-parameter group $(\Phi_t, f_t)$ of automorphisms of $Y$, its infinitesimal generator is a projectable vector field

$$u = u^\lambda(x^\mu)\partial_\lambda + u^i(x^\mu, y^j)\partial_i$$

on $Y$. This vector field is projected as

$$\tau \circ \pi = T\pi \circ u$$
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onto a vector field \( \tau = u^\lambda \partial_\lambda \) on \( X \). Its flow is the one-parameter group \((f_t)\) of diffeomorphisms of \( X \) which are projections of automorphisms \((\Phi_t, f_t)\) of \( Y \). Conversely, let

\[
\tau = \tau^\lambda \partial_\lambda
\]

be a vector field on \( X \). There is a problem of constructing its lift to a projectable vector field

\[
u = \tau^\lambda \partial_\lambda + u^i \partial_i
\]
on \( Y \) projected onto \( \tau \). Such a lift always exists, but it need not be canonical. Given a connection \( \Gamma \) on \( Y \), any vector field \( \tau \) (6.1.1) gives rise to the horizontal vector field \( \Gamma \tau \) (1.3.6) on \( Y \). This horizontal lift \( \tau \rightarrow \Gamma \tau \) yields a monomorphism of the \( C^\infty(X) \)-module \( T(X) \) of vector fields on \( X \) to the \( C^\infty(Y) \)-module of vector fields on \( Y \), but this monomorphisms is not a Lie algebra morphism, unless \( \Gamma \) is a flat connection.

In this Chapter, we address the category of natural bundles \( T \rightarrow X \) which admit the functorial lift \( \tilde{\tau} \) onto \( T \) of any vector field \( \tau \) (6.1.1) on \( X \) such that \( \tau \rightarrow \tilde{\tau} \) is a monomorphism

\[
T(X) \rightarrow T(T), \quad [\tilde{\tau}, \tilde{\tau'}] = [\tau, \tau'],
\]
of the real Lie algebra \( T(X) \) of vector fields on \( X \) to the real Lie algebra \( T(Y) \) of vector fields on \( T \) [94; 153]. One treats the functorial lift \( \tilde{\tau} \) as an infinitesimal general covariant transformation or, strictly speaking, an infinitesimal generator of a local one-parameter group of general covariant transformations of \( T \).

**Remark 6.1.1.** It should be emphasized that, in general, there exist diffeomorphisms of \( X \) which do not belong to any one-parameter group of diffeomorphisms of \( X \). In a general setting, one therefore considers a monomorphism \( f \rightarrow \tilde{f} \) of the group of diffeomorphisms of \( X \) to the group of bundle automorphisms of a natural bundle \( T \rightarrow X \). Automorphisms \( \tilde{f} \) are called general covariant transformations of \( T \). No vertical automorphism of \( T \), unless it is the identity morphism, is a general covariant transformation. The group of automorphisms of a natural bundle is a semi-direct product of its subgroup of vertical automorphisms and the subgroup of general covariant transformations.

Natural bundles are exemplified by tensor bundles (1.1.14). For instance, the tangent and cotangent bundles \( TX \) and \( T^*X \) of \( X \) are natural bundles. Given a vector field \( \tau \) (6.1.1) on \( X \), its functorial (or canonical)
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lift onto the tensor bundle \( T \) (1.1.14) is given by the formula (1.1.26). Let us introduce the collective index \( A \) for the tensor bundle coordinates

\[ y^A = \dot{x}_{\alpha_1 \cdots \alpha_m}. \]

In this notation, the functorial lift \( \tilde{\tau} \) (1.1.26) reads

\[ \tilde{\tau} = \tau^\lambda \partial_\lambda + u^A \partial_\beta \tau^\alpha \partial_A. \]  

(6.1.2)

The expression (6.1.2) is a general form of the functorial lift of a vector field \( \tau \) on \( X \) onto a natural bundle \( T \), when this lift depends only on first derivatives of components of \( \tau \). In particular, let us recall the functorial lift (1.1.28) and (1.1.29) of \( \tau \) onto the tangent bundle \( TX \) and the cotangent bundle \( T^*X \):

\[ \tilde{\tau} = \tau^\mu \partial_\mu + \partial_\nu \tau^\alpha \dot{x}_\nu \frac{\partial}{\partial \dot{x}_\alpha}, \]  

(6.1.3)

\[ \tilde{\tau} = \tau^\mu \partial_\mu - \partial_\beta \tau^\nu \dot{x}_\nu \frac{\partial}{\partial \dot{x}_\beta}, \]  

(6.1.4)

respectively.

**Remark 6.1.2.** Any diffeomorphism \( f \) of \( X \) gives rise to the tangent automorphisms \( \tilde{f} = Tf \) of \( TX \) which is a general covariant transformation of \( TX \) as a natural bundle. Accordingly, the general covariant transformation of the cotangent bundle \( T^*X \) over a diffeomorphism \( f \) of its base \( X \) reads

\[ \dot{x}'_\mu = \frac{\partial x'_\nu}{\partial x^\mu} \dot{x}_\nu. \]

Tensor bundles over a world manifold \( X \) have the structure group

\[ GL_A = GL^+(4, \mathbb{R}). \]  

(6.1.5)

The associated principal bundle is the fibre bundle

\[ \pi_{LX} : LX \rightarrow X \]

of oriented linear frames in the tangent spaces to a world manifold \( X \). It is called the linear frame bundle. Its (local) sections are termed frame fields.

Given holonomic frames \( \{ \partial_\mu \} \) in the tangent bundle \( TX \) associated with the holonomic atlas \( \Psi_T \) (1.1.13), every element \( \{ H_a \} \) of the linear frame bundle \( LX \) takes the form

\[ H_a = H^\mu_a \partial_\mu, \]
where $H^a_\mu$ is a matrix of the natural representation of the group $GL_4$ in $\mathbb{R}^4$. These matrices constitute the bundle coordinates

$$(x^\lambda, H^a_\mu), \quad H^\mu_a = \frac{\partial x^\mu}{\partial x^\lambda} H^\lambda_a,$$

on $LX$ associated to its holonomic atlas

$$\Psi_T = \{(U_i, z_i = \{\partial_\mu\})\} \quad (6.1.6)$$

given by the local frame fields $z_i = \{\partial_\mu\}$. With respect to these coordinates, the right action (5.3.2) of $GL_4$ on $LX$ reads

$$R^p_g : H^\mu_a \rightarrow H^\mu_b g^b_a, \quad g \in GL_4.$$

The linear frame bundle $LX$ is equipped with the canonical $\mathbb{R}^4$-valued one-form

$$\theta_{LX} = H^a_\mu dx^\mu \otimes t^a, \quad (6.1.7)$$

where $\{t^a\}$ is a fixed basis for $\mathbb{R}^4$ and $H^a_\mu$ is the inverse matrix of $H^\mu_a$.

The linear frame bundle $LX \rightarrow X$ belongs to the category of natural bundles. Any diffeomorphism $f$ of $X$ gives rise to the principal automorphism

$$\tilde{f} : (x^\lambda, H^\lambda_a) \rightarrow (f^\lambda(x), \partial_\mu f^\lambda H^\mu_a) \quad (6.1.8)$$

of $LX$ which is its general covariant transformation (or a holonomic automorphism). For instance, the associated automorphism of $TX$ is the tangent morphism $Tf$ to $f$.

Given a (local) one-parameter group of diffeomorphisms of $X$ and its infinitesimal generator $\tau$, their lift (6.1.8) results in the functorial lift

$$\tilde{\tau} = \tau^\mu \partial_\mu + \partial_\nu \tau^\alpha H^\nu_a \frac{\partial}{\partial H^\alpha_a} \quad (6.1.9)$$

of a vector field $\tau$ (6.1.1) on $X$ onto $LX$ defined by the condition

$$L_\tau \theta_{LX} = 0.$$

Every $LX$-associated bundle $Y \rightarrow X$ admits a lift of any diffeomorphism $f$ of its base to the principal automorphism $f_Y (5.7.7)$ of $Y$ associated with the principal automorphism $\tilde{f}$ (6.1.8) of the linear frame bundle $LX$. Thus, all bundles associated with the linear frame bundle $LX$ are natural bundles. However, there are natural bundles which are not associated with $LX$.

**Remark 6.1.3.** In a more general setting, higher order natural bundles and gauge natural bundles are considered [37; 41; 94]. Note that the linear frame bundle $LX$ over a manifold $X$ is the set of first order jets of local
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diffeomorphisms of the vector space $\mathbb{R}^n$ to $X$, $n = \dim X$, at the origin of $\mathbb{R}^n$. Accordingly, one considers $r$-order frame bundles $L^rX$ of $r$-order jets of local diffeomorphisms of $\mathbb{R}^n$ to $X$. Furthermore, given a principal bundle $P \to X$ with a structure group $G$, the $r$-order jet bundle $J^rP \to X$ of its sections fails to be a principal bundle. However, the product

$$W^rP = L^rX \times J^rP$$

is a principal bundle with the structure group $W^r_nG$ which is a semidirect product of the group $G^r_n$ of invertible $r$-order jets of maps $\mathbb{R}^n$ to itself at its origin (e.g., $G^1_n = GL(n, \mathbb{R})$) and the group $T^r_nG$ of $r$-order jets of morphisms $\mathbb{R}^n \to G$ at the origin of $\mathbb{R}^n$. Moreover, if $Y \to X$ is a $P$-associated bundle, the jet bundle $J^rY \to X$ is a vector bundle associated with the principal bundle $W^rP$. It exemplifies "gauge natural bundles" which can be described as fibre bundles associated with principal bundles $W^rP$. Natural bundles are gauge natural bundles for a trivial group $G = 1$. The bundle of principal connections $C$ (5.4.3) is a first order gauge natural bundle. This fact motivates somebody to develop generalized gauge theory on gauge natural bundles [41].

6.2 Linear world connections

Since the tangent bundle $TX$ is associated with the linear frame bundle $LX$, every world connection (1.3.39):

$$\Gamma = dx^\lambda \otimes (\partial x^\lambda + \Gamma^{\mu}_{\nu} x^\nu \partial \mu) \quad (6.2.1)$$

on a world manifold $X$ is associated with a principal connection on $LX$. We agree to call $\Gamma$ (6.2.1) the "linear world connection" in order to distinct it from an affine world connection in Section 6.7.

Being principal connections on the linear frame bundle $LX$, linear world connections are represented by sections of the quotient bundle

$$C_W = J^1LX/GL_4 \quad (6.2.2)$$

called the "bundle of world connections". With respect to the holonomic atlas $\Psi_T$ (6.1.6), the bundle of world connections $C_W$ (6.2.2) is provided with the coordinates

$$(x^\lambda, k^{\nu}_{\alpha}), \quad k^{\nu}_{\alpha} = \left[ \frac{\partial x^{\nu}}{\partial x^{\lambda}} \frac{\partial x^{\beta}}{\partial x^{\gamma}} \frac{\partial x^{\gamma}}{\partial x^{\alpha}} k^{\mu}_{\beta} + \frac{\partial x^{\beta}}{\partial x^{\alpha}} \frac{\partial x^{\gamma}}{\partial x^{\alpha}} \frac{\partial x^{\mu}}{\partial x^{\gamma}} \right] \frac{\partial x^{\mu}}{\partial x^{\nu}} \partial x^\lambda,$$

so that, for any section $\Gamma$ of $C_W \to X$,

$$k^{\nu}_{\alpha} \circ \Gamma = \Gamma^{\nu}_{\alpha}.$$
are components of the linear world connection $\Gamma$ (6.2.1).

Though the bundle of world connections $C_W \to X$ (6.2.2) is not $L_X$-associated, it is a natural bundle. It admits the lift
\[
\tilde{f}_C : J^1L_X/GL_4 \to J^1(\tilde{f}(J^1L_X))/GL_4
\]
of any diffeomorphism $f$ of its base $X$ and, consequently, the functorial lift
\[
\tilde{\tau}_C = \tau^\alpha \partial_\alpha + [\partial_\nu \tau^\alpha k_{\mu}^\alpha \beta - \partial_\beta \tau^\alpha k_{\mu}^\alpha \nu - \partial_\mu \tau^\alpha k_{\nu}^\alpha \beta + \partial_\beta \tau^\alpha] \frac{\partial}{\partial k_{\mu}^\alpha \beta}(6.2.3)
\]
of any vector field $\tau$ on $X$ [112].

The first order jet manifold $J^1C_W$ of the bundle of world connections admits the canonical splitting (5.5.11). In order to obtain its coordinate expression, let us consider the strength (5.7.12) of the linear world connection $\Gamma$ (6.2.1). It reads
\[
F_\Gamma = \frac{1}{2} F_{\lambda \mu}^a b_a dx^\lambda \wedge dx^\mu = \frac{1}{2} R_{\lambda \mu \gamma}^a dx^\lambda \wedge dx^\mu,
\]
where
\[
(I_b^a)_{\alpha \beta} = H_\alpha^a H_\beta^a
\]
are generators of the group $GL_4$ (6.1.5) in fibres of $TX$ with respect to the holonomic frames, and
\[
R_{\lambda \mu \gamma}^\alpha \beta = \partial_\lambda \Gamma_{\mu \gamma}^\alpha \beta - \partial_\mu \Gamma_{\lambda \gamma}^\alpha \beta + \Gamma_{\lambda \gamma}^\delta \Gamma_{\mu \delta}^\gamma \alpha - \Gamma_{\mu \gamma}^\delta \Gamma_{\lambda \delta}^\gamma \alpha
\]
are components if the curvature (1.3.41) of a linear world connection $\Gamma$. Accordingly, the above mentioned canonical splitting (5.5.11) of $J^1C_W$ can be written in the form
\[
k_{\lambda \mu \gamma}^\alpha \beta = \frac{1}{2}(R_{\lambda \mu \gamma}^\alpha \beta + S_{\lambda \mu \gamma}^\alpha \beta) = \frac{1}{2} \left( k_{\lambda \mu \gamma}^\alpha \beta - k_{\lambda \mu \beta}^\alpha \gamma + k_{\lambda \gamma}^\beta k_{\mu}^\alpha \gamma - k_{\mu \beta} \gamma k_{\lambda}^\alpha \gamma \right) + \frac{1}{2} \left( k_{\lambda \mu \gamma}^\alpha \beta + k_{\lambda \mu}^\alpha \beta - k_{\lambda \gamma} \beta k_{\mu}^\alpha \gamma + k_{\mu \beta} \gamma k_{\lambda}^\alpha \gamma \right).
\]
It is readily observed that, if $\Gamma$ is a section of $C_W \to X$, then
\[
R_{\lambda \mu \gamma}^\alpha \beta \circ J^1\Gamma = R_{\lambda \mu}^\alpha \beta.
\]
Because of the canonical vertical splitting (1.1.43) of the vertical tangent bundle $VTX$ of $TX$, the curvature form (1.3.41) of a linear world connection $\Gamma$ can be represented by the tangent-valued two-form
\[
R = \frac{1}{2} R_{\lambda \mu \beta}^\alpha \beta dx^\lambda \wedge dx^\mu \otimes \partial_\alpha
\]
6.2. Linear world connections

on TX. Due to this representation, the Ricci tensor
\[ R_{\alpha} = \frac{1}{2} R_{\alpha \beta} dx^\beta \otimes dx^\alpha \]  
(6.2.7)
of a linear world connection \( \Gamma \) is defined.

Owing to the above mentioned vertical splitting (1.1.43) of \( VTX \), the torsion form \( T \) (1.3.42) of \( \Gamma \) can be written as the tangent-valued two-form
\[ T = \frac{1}{2} T_{\mu \nu} dx^\lambda \wedge dx^\mu \otimes \partial_{\nu}, \]  
(6.2.8)
\[ T_{\mu \nu} = \Gamma_{\mu \nu} - \Gamma_{\lambda \mu} \nu, \]
on \( X \). The soldering torsion form
\[ T = T_{\mu \nu} dx^\lambda \otimes \hat{\partial}_{\nu} \]  
(6.2.9)
on \( TX \) is also defined. Then one can show the following.

- Given a linear world connection \( \Gamma \) (6.2.1) and its soldering torsion form \( T \) (6.2.9), the sum \( \Gamma + cT \), \( c \in \mathbb{R} \), is a linear world connection.
- Every linear world connection \( \Gamma \) defines a unique symmetric world connection
\[ \Gamma' = \Gamma - \frac{1}{2} T. \]  
(6.2.10)
- If \( \Gamma \) and \( \Gamma' \) are linear world connections, then
\[ c\Gamma + (1 - c)\Gamma' \]
is so for any \( c \in \mathbb{R} \).

A world manifold \( X \) is said to be flat if it admits a flat linear world connection \( \Gamma \). By virtue of Theorem 1.3.4, there exists an atlas of local constant trivializations of \( TX \) such that
\[ \Gamma = dx^\lambda \otimes \partial_{\lambda} \]
relative to this atlas. As a consequence, the curvature form \( R \) (6.2.6) of this connection equals zero. However, such an atlas is not holonomic in general. Relative to this atlas, the canonical soldering form (1.1.39) on \( TX \) reads
\[ \theta_J = H^\alpha_{\mu} dx^\mu \hat{\partial}_{\alpha}, \]
and the torsion form \( T \) (1.3.42) of \( \Gamma \) defined as the Nijenhuis differential \( d_T \theta_J \) (1.3.30) need not vanish.

A world manifold \( X \) is called parallelizable if the tangent bundle \( TX \rightarrow X \) is trivial. By virtue of Theorem 1.3.4, a parallelizable world manifold is flat. Conversely, a flat world manifold is parallelizable if it is simply connected (see Theorem 8.1.6).
Every linear world connection $\Gamma$ (6.2.1) yields the horizontal lift
\[ \Gamma \tau = \tau^\lambda (\partial_\lambda + \Gamma_\lambda^\beta_\alpha \dot{x}_\alpha \dot{\beta}_3) \] (6.2.11)
of a vector field $\tau$ on $X$ onto the tangent bundle $TX$. A vector field $\tau$ on $X$
is said to be parallel relative to a connection $\Gamma$ if it is an integral section of $\Gamma$. Its integral curve is called the autoparallel of a linear world connection $\Gamma$.

**Remark 6.2.1.** By virtue of Theorem 1.3.2, any vector field on $X$ is an integral section of some linear world connection. If $\tau(x) \neq 0$ at a point $x \in X$, there exists a coordinate system $(q^i)$ on some neighbourhood $U$ of $x$ such that $\tau^i(x) = \text{const.}$ on $U$. Then $\tau$ on $U$ is an integral section of the local symmetric linear world connection
\[ \Gamma_\tau(x) = dq^i \otimes \partial_i, \quad x \in U, \] (6.2.12)
on $U$. In particular, the functorial lift $\tilde{\tau}$ (6.1.3) can be obtained at each point $x \in X$ as the horizontal lift of $\tau$ by means of the local symmetric connection (6.2.12).

The horizontal lift of a vector field $\tau$ on $X$ onto the linear frame bundle $LX$ by means of a world connection $K$ reads
\[ \Gamma \tau = \tau^\lambda \left( \partial_\lambda + \Gamma_\lambda^\nu_\alpha H_\alpha^a \frac{\partial}{\partial H_\nu^a} \right). \] (6.2.13)
It is called standard if the morphism
\[ \theta_{LX} : LX \rightarrow \mathbb{R}^4 \]
is constant on $LX$. It is readily observed that every standard horizontal vector field on $LX$ takes the form
\[ u_v = H_\beta^a v^\beta \left( \partial_\lambda + \Gamma_\lambda^\nu_\alpha H_\alpha^a \frac{\partial}{\partial H_\nu^a} \right) \] (6.2.14)
where $v = v^\beta t_\beta \in \mathbb{R}^4$. A glance at this expression shows that a standard horizontal vector field is not projectable.

Since $TX$ is an $LX$-associated fibre bundle, we have the canonical morphism
\[ LX \times \mathbb{R}^4 \rightarrow TX, \]
\[ (H_\mu^a, v^a) \rightarrow \dot{z}^\mu = H_\mu^a v^a. \]
The tangent map to this morphism sends every standard horizontal vector field (6.2.14) on $LX$ to the horizontal vector field
\[ u = \dot{x}^\lambda (\partial_\lambda + \Gamma_\lambda^\nu_\alpha \dot{x}_\alpha \dot{\nu}_3) \] (6.2.15)
on the tangent bundle $TX$. Such a vector field on $TX$ is called \textit{holonomic} [112]. Given holonomic coordinates $(x^\mu, \dot{x}^\mu, \ddot{x}^\mu)$ on the double tangent bundle $TTX$, the holonomic vector field (6.2.15) defines the second order dynamic equation

$$\ddot{x}^\nu = \Gamma^\nu_{\lambda \alpha} \dot{x}^\lambda \dot{x}^\alpha$$  \hspace{1cm} (6.2.16)

on $X$ which is called the \textit{geodesic equation} with respect to a linear world connection $\Gamma$. Solutions of the geodesic equation (6.2.16), called the geodesics of $\Gamma$, are the projection of integral curves of the vector field (6.2.15) in $TX$ onto $X$. Moreover, one can show the following [92].

\textbf{Theorem 6.2.1.} \textit{The projection of an integral curve of any standard horizontal vector field (6.2.14) on $LX$ onto $X$ is a geodesic in $X$. Conversely, any geodesic in $X$ is of this type.}

It is readily observed that, if linear world connections $\Gamma$ and $\Gamma'$ differ from each other only in the torsion, they define the same holonomic vector field (6.2.15) and the same geodesic equation (6.2.16).

Let $\tau$ be an integral vector field of a linear world connection $\Gamma$, i.e.,

$$\nabla^\Gamma_\mu \tau = 0.$$

Consequently, it obeys the equation

$$\tau^\mu \nabla^\Gamma_\mu \tau = 0.$$

Then one can show that any autoparallel of a linear world connection $\Gamma$ is its geodesic and, conversely, a geodesic of $\Gamma$ is an autoparallel of its symmetric part (6.2.10).

\textbf{6.3 Lorentz reduced structure. Gravitational field}

Gravitation theory on a world manifold $X$ is classical field theory with spontaneous symmetry breaking described by different reduced structures of the linear frame bundle $LX$ as follows [83; 142].

The geometric formulation of the \textit{equivalence principle} states the existence of an atlas of the tangent bundle $TX \rightarrow X$ and associated bundles with transition functions taking their values into the Lorentz group [83]. In other words, the structure group $GL_4$ (6.1.5) of the linear frame bundle $LX$ over a world manifold $X$ must be reducible to the Lorentz group $SO(1, 3)$. At the same time, the existence of Dirac fermion fields implies that $GL_4$ is reducible to the \textit{proper Lorentz group}

$$L = SO^0(1, 3),$$
which is the connected component of the unit of \(SO(1, 3)\). If a structure group of \(LX\) is reducible to the proper Lorentz group, it also is reducible to its maximal compact subgroup \(SO(3)\) that defines a space-time structure of a world manifold \(X\) (see Section 6.4).

In this and next Chapters, we deal with the following reduced Lorentz and proper Lorentz structures.

- By a Lorentz structure is meant a reduced principal \(SO(1, 3)\)-subbundle \(L^gX\), called the Lorentz subbundle, of the linear frame bundle \(LX\).

- A proper Lorentz structure is defined as a reduced L-subbundle \(L^hX\), called proper Lorentz subbundle, of the linear frame bundle \(LX\).

**Lemma 6.3.1.** There is one-to-one correspondence between the reduced Lorentz and proper Lorentz structures.

**Proof.** The Lorentz group \(SO(1, 3)\) is isomorphic to the group product

\[ SO(1, 3) = \mathbb{Z}_2 \times L. \]

Since a world manifold \(X\) is simply connected, any principal \(\mathbb{Z}_2\)-bundle is trivial by virtue of Theorem 8.1.6. Therefore, any principal Lorentz bundle \(P_{SO(1,3)}\) is isomorphic to the product

\[ P_{SO(1,3)} = \mathbb{Z}_2 \times P_L, \]

where \(P_L\) is a principal L-bundle. \(\square\)

One can show that different proper Lorentz subbundles \(L^hX\) and \(L^{h'}X\) of the frame bundle \(LX\) are isomorphic as principal L-bundles [77]. This means that there exists a vertical automorphism of the frame bundle \(LX\) which sends \(L^hX\) onto \(L^{h'}X\) (see Theorem 5.10.2). By virtue of Lemma 6.3.1, the similar property of Lorentz subbundles also is true.

**Remark 6.3.1.** There is the well-known topological obstruction to the existence of a Lorentz structure on a world manifold \(X\). All non-compact manifolds and compact manifolds whose Euler characteristic equals zero admit a reduced \(SO(1,3)\)-structure [34]. In gravitational models, some conditions of causality should be also satisfied [74]. A compact space-time does not possess this property. At the same time, a non-compact world manifold \(X\) has a Dirac spinor structure if and only if it is parallelizable [51; 165].
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By virtue of Theorem 5.10.1, there is one-to-one correspondence between the principal L-subbundles $L^hX$ of the frame bundle $LX$ and the global sections $h$ of the quotient fibre bundle

$$\Sigma_T = LX/L,$$

(6.3.1)
called the tetrad bundle. This is an $LX$-associated fibre bundle with the typical fibre $GL_4/L$. Its global sections are called the tetrad fields. The fibre bundle (6.3.1) is the two-fold covering

$$\zeta : \Sigma_T \to \Sigma_{PR}$$

of the metric bundle

$$\Sigma_{PR} = LX/SO(1,3),$$

(6.3.2)
whose typical fibre is $GL_4/SO(1,3)$ and whose global sections are pseudo-Riemannian world metrics $g$ on $X$. In particular, every tetrad field $h$ defines uniquely a pseudo-Riemannian metric $g = \zeta \circ h$. For the sake of convenience, one usually identifies the metric bundle (6.3.2) with an open subbundle of the tensor bundle

$$\Sigma_{PR} \subset \text{TX}.$$

(6.3.3)

Therefore, the metric bundle $\Sigma_{PR}$ (6.3.2) can be equipped with the bundle coordinates $(x^\lambda, \sigma^{\mu\nu})$.

In General Relativity, a pseudo-Riemannian world metric (or a tetrad field) describes a gravitational field. Therefore, the existence of a reduced Lorentz structure is part and parcel of gravitation theory.

Every tetrad field $h$ defines an associated Lorentz bundle atlas

$$\Psi^h = \{(U_i, z^h_i = \{h_a\})\}$$

(6.3.4)
of the linear frame bundle $LX$ such that the corresponding local sections $z^h_i$ of $LX$ take their values into the Lorentz subbundle $L^hX$ and the transition functions of $\Psi^h$ (6.3.4) between the frames $\{h_a\}$ are $L$-valued. The frames (6.3.4):

$$\{h_a = h^a_\mu(x)\partial_\mu\}, \quad h^a_\mu = H^a_\mu \circ z^h_i, \quad x \in U_i,$$

(6.3.5)
are called the tetrad frames. Certainly, a Lorentz bundle atlas $\Psi^h$ is not unique.

Given a Lorentz bundle atlas $\Psi^h$, the pull-back

$$h = h^a \otimes t_a = z^{h^a}_i \theta_{LX} = h^a_\lambda(x)dx^\lambda \otimes t_a$$

(6.3.6)
of the canonical form $\theta_{LX}$ (6.1.7) by a local section $z^b_i$ is called the (local) tetrad form. The tetrad form (6.3.6) determines the tetrad coframes

$$\{h^a = h^a_\mu(x)dx^\mu\}, \quad x \in U_\iota,$$

(6.3.7)
in the cotangent bundle $T^*X$. They are the dual of the tetrad frames (6.3.5). The coefficients $h_a^\mu$ and $h_a^\nu$ of the tetrad frames (6.3.5) and coframes (6.3.7) are called the tetrad functions. They are transition functions between the holonomic atlas $\Psi_T$ (6.1.6) and the Lorentz atlas $\Psi^h$ (6.3.4) of the linear frame bundle $LX$.

With respect to the Lorentz atlas $\Psi^h$ (6.3.4), a tetrad field $h$ can be represented by the $\mathbb{R}^4$-valued tetrad form (6.3.6). Relative to this atlas, the corresponding pseudo-Riemannian world metric $g = \zeta \circ h$ takes the well-known form

$$g_{\mu\nu}h^a_\mu h^b_\nu = \eta_{ab}, \quad g_{\mu\nu}h^\mu_a h^\nu_b = \eta_{ab}. (6.3.8)$$

where $\eta$ is the Minkowski metric in $\mathbb{R}^4$ written with respect to its fixed basis $\{t^a\}$. It is readily observed that the tetrad coframes $\{h^a\}$ (6.3.7) and the tetrad frames $\{h_a\}$ (6.3.5) are orthornormal relative to the pseudo-Riemannian metric (6.3.8), namely:

$$g^{\mu\nu}h^\mu_a h^\nu_b = \eta^{ab}, \quad g_{\mu\nu}h^\mu_a h^\nu_b = \eta_{ab}.$$ 

Therefore, their components $h^0, h^0$ and $h^i, h_i, i = 1, 2, 3$, are called time-like and spatial, respectively.

A principal connection on a proper Lorentz subbundle $L^hX$ of the frame bundle $LX$ is called the Lorentz connection. By virtue of Theorem 5.10.4, this connection is extended to a principal connection $\Gamma$ on the linear frame bundle $LX$. It also is called the Lorentz connection. The associated linear world connection on the tangent bundle $TX$ with respect to a Lorentz atlas $\Psi^h$ reads

$$\Gamma = dx^\Lambda \otimes (\partial_\lambda + \frac{1}{2}A_\lambda^{ab}I_{ab}^c \phi^d \phi^e \phi^f \nabla_{\phi^e} \phi^f)$$

(6.3.9)

where

$$I_{ab}^c = \eta_{bd}\delta^c_a - \eta_{ad}\delta^c_b$$

(6.3.10)

are generators of the right Lie algebra $\mathfrak{g}_L$ of the proper Lorentz group $L$ in the Minkowski space $\mathbb{R}^4$. Written relative to a holonomic atlas, the connection $\Gamma$ (6.3.9) possesses the components

$$\Gamma^\lambda_{\mu\nu} = h^k_{\mu} \partial_\lambda h^k_{\nu} + \eta_{ka} h^\mu_b h^\nu_c A_\lambda^{ab}.$$ 

(6.3.11)
Its holonomy group is a subgroup of the Lorentz group \( L \). Conversely, let \( \Gamma \) be a linear world connection whose (abstract) holonomy group \( K \) is a subgroup of the Lorentz group. Since a base \( X \) is simply connected, this holonomy group coincides with restricted holonomy group (see Theorem 8.1.2). Consequently, it is connected and, therefore, is a subgroup of the proper Lorentz group \( L \). By virtue of Theorem 8.1.4, this linear world connection \( \Gamma \) defines a proper Lorentz subbundle of the frame bundle \( LX \), and it is reducible to a Lorentz connection on this subbundle. Thus, we come to the following.

**Assertion 6.3.1.** A linear world connection is a Lorentz connection if and only if its holonomy group is a subgroup of the proper Lorentz group \( L \).

Given a pseudo-Riemannian metric \( g \), every linear world connection \( \Gamma \) (6.2.1) admits the decomposition

\[
\Gamma_{\mu\nu\alpha} = \{_{\mu\nu\alpha}\} + S_{\mu\nu\alpha} + \frac{1}{2} C_{\mu\nu\alpha}
\]  

(6.3.12)
in the Christoffel symbols \( \{_{\mu\nu\alpha}\} \) (1.3.44), the non-metricity tensor

\[
C_{\mu\nu\alpha} = C_{\mu\alpha\nu} = \nabla^\Gamma_{\mu} g_{\nu\alpha} = \partial_{\mu} g_{\nu\alpha} + \Gamma_{\mu\nu\alpha} + \Gamma_{\mu\alpha\nu}
\]  

(6.3.13)

and the contorsion

\[
S_{\mu\nu\alpha} = -S_{\mu\alpha\nu} = \frac{1}{2} (T_{\nu\mu\alpha} + T_{\nu\alpha\mu} + T_{\mu\nu\alpha} + C_{\alpha\nu\mu} - C_{\nu\alpha\mu}),
\]  

(6.3.14)

where \( T_{\mu\nu\alpha} = -T_{\alpha\nu\mu} \) are coefficients of the torsion form (6.2.8) of \( \Gamma \).

A linear world connection \( \Gamma \) is called a metric connection for a pseudo-Riemannian world metric \( g \) if \( g \) is its integral section, i.e., the metricity condition

\[
\nabla^\Gamma_{\mu} g_{\nu\alpha} = 0
\]  

(6.3.15)

holds. A metric connection reads

\[
\Gamma_{\mu\nu\alpha} = \{_{\mu\nu\alpha}\} + \frac{1}{2} (T_{\nu\mu\alpha} + T_{\nu\alpha\mu} + T_{\mu\nu\alpha}).
\]  

(6.3.16)

For instance, the Levi-Civita connection is a torsion-free metric connection \( \Gamma \) where \( \Gamma_{\mu\nu\alpha} = \{_{\mu\nu\alpha}\} \).

By virtue of Theorem 5.10.5, a metric connection \( \Gamma \) for a pseudo-Riemannian world metric \( g = \zeta \circ h \) is reducible to a Lorentz connection on the proper Lorentz subbundle \( L^h X \), i.e., it is a Lorentz connection. Conversely, every Lorentz connection obeys the metricity condition (6.3.15) for some pseudo-Riemannian metric \( g \) (which is not necessarily unique [154]).

Thus, the following is true.

**Assertion 6.3.2.** A Lorentz connection is a metric connection, and *vice versa.*
Though a linear world connection is not a Lorentz connection in general, any world connection $\Gamma$ defines a Lorentz connection $\Gamma_h$ on each principal $L$-subbundle $L^hX$ of the frame bundle as follows.

Since the Lorentz group is a Cartan subgroup of the general linear group $GL_4$, the Lie algebra of the general linear group $GL_4$ is the direct sum $\mathfrak{gl}_4 = \mathfrak{l} \oplus m$ of the Lie algebra $\mathfrak{l}$ of the Lorentz group and a subspace $m$ such that $[\mathfrak{l}, m] \subset m$.

Then this is the case of Theorem 5.10.6. Therefore, let consider the local connection one-form (5.4.13) of a connection $\Gamma$ with respect to a Lorentz atlas $\Psi^h$ of $L^hX$ given by the tetrad forms $h^a$. It reads

\begin{align*}
\zeta^h c^a \Gamma &= -\Gamma^b_{\lambda a} dx^\lambda \otimes I^a_b, \\
\Gamma^b_{\lambda a} &= -h^b_{\mu \lambda} \partial_\lambda h^\mu_a + \Gamma^b_{\lambda \nu} h^\nu_a h^\nu_a,
\end{align*}

where $\{e^a\}$ is the basis for the Lie algebra $\mathfrak{gl}_4$. Then, the Lorentz part of this form is precisely the local connection one-form (5.4.13) of the connection $\Gamma_h$ on $L^hX$. We have

\begin{align*}
\zeta^h c^a \Gamma_h &= -\frac{1}{2} A^{ab} dx^\lambda \otimes I_{ab}, & \text{(6.3.17)} \\
A^{ab} &= \frac{1}{2} (\eta^{kb} h^a_{\mu} - \eta^{ka} h^b_{\mu})(\partial_\lambda h^\mu_a - h^\nu_a \Gamma^\lambda_{\mu \nu}).
\end{align*}

Then combining this expression and the expression (6.3.9) gives the connection

\begin{align*}
\Gamma &= dx^\lambda \otimes (\partial_\lambda + 1/2 (\eta^{kb} h^a_{\mu} - \eta^{ka} h^b_{\mu})(\partial_\lambda h^\mu_a - h^\nu_a \Gamma^\lambda_{\mu \nu}) I_{ab} \hat{x}^a \partial^\nu) \\
\Gamma_h &= dx^\lambda \otimes [\partial_\lambda + 1/2 (h^k_{\mu} \hat{x}^3 - \eta^{k\mu} \hat{x}^a h^a_{\mu})(\partial_\lambda h^\mu_a - h^\nu_a \Gamma^\lambda_{\mu \nu}) \hat{x}^a \partial^\nu] & \text{(6.3.18)}
\end{align*}

with respect to a Lorentz atlas $\Psi^h$ and this connection

\begin{align*}
\Gamma_h &= dx^\lambda \otimes (\partial_\lambda + 1/2 (h^k_{\mu} \hat{x}^3 - \eta^{k\mu} \hat{x}^a h^a_{\mu})(\partial_\lambda h^\mu_a - h^\nu_a \Gamma^\lambda_{\mu \nu}) \hat{x}^a \partial^\nu) & \text{(6.3.19)}
\end{align*}

relative to a holonomic atlas. If $\Gamma$ is a Lorentz connection (6.3.11) extended from $L^hX$, then obviously $\Gamma_h = \Gamma$.

### 6.4 Space-time structure

If the structure group $GL_4$ (6.1.5) of the linear frame bundle $LX$ is reducible to the proper Lorentz group $L$, it is always reducible to the maximal compact subgroup $SO(3)$ of $L$ in accordance with Assertion 5.10.2. By virtue
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of Assertion 5.10.2, the structure group $GL_4$ of $LX$ also is reducible to its maximal compact subgroup $SO(4)$. Thus, there is the commutative diagram

$$
\begin{array}{ccc}
GL_4 & \rightarrow & SO(4) \\
\downarrow & & \downarrow \\
L & \rightarrow & SO(3)
\end{array}
$$

(6.4.1)

of the reduction of structure groups of the linear frame bundle $LX$ in gravitation theory [132]. This reduction diagram results in the following.

- By virtue of Theorem 5.10.1, there is one-to-one correspondence between the reduced principal $SO(4)$-subbundles $L^a X$ of the linear frame bundle $LX$ and the global sections of the quotient bundle $LX/\text{SO}(4) \rightarrow X$.

Its global sections are Riemannian world metrics $g^R$ on $X$. Thus, a Riemannian metric on a world manifold always exists. In fact, its existence results from paracompactness of a world manifold, but the converse also is true. One can show that a smooth manifold is paracompact if it admits a Riemannian structure [92].

- As was mentioned above, a reduction of the structure group of the linear frame bundle $LX$ to the proper Lorentz group means the existence of a reduced Lorentz subbundle $L^h X \subset LX$ associated with a tetrad field $h$ or a pseudo-Riemannian metric $g = \zeta \circ h$ on $X$.

- Since the structure group $L$ of this reduced Lorentz bundle $L^h X$ is reducible to the group $SO(3)$ there exists a reduced principal $SO(3)$-subbundle $L^h_0 X \subset L^h X \subset LX$, (6.4.2)

called the spatial structure. The corresponding global section of the quotient fibre bundle $L^h X / SO(3) \rightarrow X$

with the typical fibre $\mathbb{R}^3$ is a one-codimensional spatial distribution $F \subset TX$ on $X$. Its annihilator $\text{Ann}F$ is a one-dimensional codistribution $F^* \subset T^*X$.

Given the spatial structure $L^h_0 X$ (6.4.2), let us consider a Lorentz bundle atlas $\Psi^h_0$ (6.3.4) given by local sections $z_\alpha$ of $LX$ taking their values into the reduced $SO(3)$-subbundle $L^h_0 X$. Its transition functions are $SO(3)$-valued. Thus, the following is stated.

**Assertion 6.4.1.** In gravitation theory on a world manifold $X$, one can always choose an atlas of the tangent bundle $TX$ and associated bundles
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with $SO(3)$-valued transition functions. This bundle atlas, called the spatial bundle atlas, however need not be holonomic.

Given a spatial bundle atlas $\Psi^0$, its $SO(3)$-valued transition functions preserve the time-like component

$$h^0 = h^\mu_0 dx^\mu$$  \hspace{1cm} (6.4.3)

of local tetrad forms (6.3.6) which, therefore, is globally defined. We agree to call it the time-like tetrad form. Accordingly, the dual time-like vector field

$$h_0 = h^\mu_0 \partial_\mu$$  \hspace{1cm} (6.4.4)

also is globally defined. In this case, the spatial distribution $F$ is spanned by spatial components $h_i$, $i = 1, 2, 3$, of the tetrad frames (6.3.5), while the time-like tetrad form (6.4.3) spans the tetrad codistribution $F^\ast$, i.e.,

$$h^0 \mid F = 0.$$  \hspace{1cm} (6.4.5)

Then the tangent bundle $TX$ of a world manifold $X$ admits the space-time decomposition

$$TX = F \oplus T^0X,$$  \hspace{1cm} (6.4.6)

where $T^0X \to X$ is the one-dimensional fibre bundle spanned by the time-like vector field $h_0$ (6.4.4).

Since the diagram (6.4.1) is commutative, the reduced spatial subbundle $L^h_0X$ (6.4.2) of a reduced Lorentz bundle $L^hX$ is a reduced subbundle of some reduced $SO(4)$-bundle $L^{g_R}X$ too, i.e.,

$$L^hX \supset L^h_0X \subset L^{g_R}X.$$  \hspace{1cm} (6.4.7)

Let $g = \zeta \circ h$ and $g^R$ be the corresponding pseudo-Riemannian and Riemannian world metrics on $X$. Written with respect to a spatial bundle atlas $\Psi^0$, they read

$$g = \eta_{ab} h^a \otimes h^b, \quad g_{\mu\nu} = h^\mu_\alpha h^\nu_\beta \eta^{ab},$$  \hspace{1cm} (6.4.8)

$$g^R = \eta^{E}_{bc} h^a \otimes h^b, \quad g^R_{\mu\nu} = h^a_\mu h^b_\nu \eta^{E}_{ab},$$  \hspace{1cm} (6.4.9)

where $\eta^E$ is the Euclidean metric in $\mathbb{R}^4$. The space-time decomposition (6.4.6) is orthonormal with respect to both of the metrics (6.4.8) and (6.4.9).

The world metrics (6.4.8) and (6.4.9) satisfy the following well-known theorem [74].
6.4. Space-time structure

Theorem 6.4.1. For any pseudo-Riemannian metric \( g \) on a world manifold \( X \), there exist a normalized time-like one-form \( h^0 \) and a Riemannian metric \( g^R \) such that

\[
g = 2h^0 \otimes h^0 - g^R. \tag{6.4.10}
\]

Conversely, let a world manifold \( X \) admit a nowhere vanishing one-form \( \sigma \) (or, equivalently, a nowhere vanishing vector field). Then any Riemannian world metric \( g^R \) on \( X \) yields the pseudo-Riemannian world metric \( g \) (6.4.10) where

\[
h^0 = \frac{\sigma}{\sqrt{g^R(\sigma, \sigma)}}.
\]

The following is a corollary of this theorem.

Corollary 6.4.1. A world manifold \( X \) admits a pseudo-Riemannian metric if and only if there exists a nowhere vanishing one-form (or a vector field) on \( X \).

Note that the condition (6.4.7) gives something more.

Theorem 6.4.2. There is one-to-one correspondence between the reduced \( SO(3) \)-subbundles of the linear frame bundle \( L^hX \) and the triples \( (g, F, g^R) \) of a pseudo-Riemannian metric \( g \), a spatial distribution \( F \) defined by the condition (6.4.5) and a Riemannian metric \( g^R \) which obey the relation (6.4.10).

Proof. Given the triple (6.4.7) of the reduced subbundles, let us suppose that there exists a different reduced \( SO(3) \)-subbundle \( L^h_0X \) both of the reduced Lorentz subbundle \( L^hX \) and the \( SO(4) \)-one \( L^a_0X \). By virtue of Theorem 5.10.3, the reduced \( SO(3) \)-subbundles \( L^h_0X \) and \( L^h_0X \) of the principal Lorentz bundle \( L^hX \) are isomorphic because \( L/SO(3) = \mathbb{R}^3 \). Consequently, there exists an automorphism of \( L^hX \) which sends \( L^h_0X \) onto \( L^h_0X \) (see Theorem 5.10.2). However, no automorphism of the reduced Lorentz bundle \( L^hX \) extended to an automorphism of \( LX \) preserves the reduced \( SO(4) \)-bundle \( L^a_0X \).

A spatial distribution \( F \) and a Riemannian metric \( g^R \) in the triple \( (g, F, g^R) \) in Theorem 6.4.2 are called \( g \)-compatible.

Remark 6.4.1. A \( g \)-compatible Riemannian metric \( g^R \) in a triple \( (g, F, g^R) \) defines a \( g \)-compatible distance function \( d(x, x') \) on a world manifold \( X \). Such a function brings \( X \) into a metric space whose locally Euclidean topology is equivalent to a manifold topology on \( X \). Given a gravitational field...
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$g$, the $g$-compatible Riemannian metrics and the corresponding distance functions are different for different spatial distributions $F$ and $F'$. It follows that physical observers associated with different spatial distributions $F$ and $F'$ perceive a world manifold $X$ as different Riemannian spaces. The well-known relativistic changes of sizes of moving bodies exemplify this phenomenon [132]. Note that there are attempts of deriving a world topology directly from a pseudo-Riemannian structure of a world manifold (path topology, etc.) [74]. However, they are rather extraordinary in general.

From the physical viewpoint, it is natural to assume that a pseudo-Riemannian metric $g$ on $X$ admits an integrable $g$-compatible spatial distribution $F$ given by the condition (6.4.5). Then $F$ defines a spatial foliation $\mathcal{F}$ of a world manifold $X$ whose leaves are spatial three-dimensional subspaces of $X$. In this case, the time-like vector field $h_0$ (6.4.4) is transversal to the spatial foliation $\mathcal{F}$, and the one-dimensional subbundle $T^0X$ spanned by $h_0$ is the normal bundle to $\mathcal{F}$ which splits the exact sequence (1.1.31).

By virtue of Theorem 1.1.14, a spatial distribution $F$ is integrable if and only if the one-form $h^0$ (6.4.3) is closed. In this case, a spatial distribution $F$. Because a world manifold $X$ is simply connected, its first de Rham cohomology is trivial and, therefore, a closed one-form $h^0$ is exact, i.e., $h^0 = df$. Consequently, a spatial distribution $\mathcal{F}$ is simple, i.e., its leaves are fibres of a fibred manifold $X \rightarrow f(X)$. Since the function $f$ has no critical points where $df = 0$, the foliation $\mathcal{F}$ obeys the notion of stable causality by Hawking [74]. No curve transversal to leaves of such a foliation intersects each leaf more than once. It follows that a world manifold $X$ admitting this foliation is non-compact.

These speculations motivate us restrict our consideration to gravitation theory on a non-compact world manifold. This restriction is essential for describing Dirac spinor fields because, as was mentioned in Remark 6.3.1, a non-compact world manifold $X$ admits a Dirac spinor structure if and only if it is parallelizable.

6.5 Gauge gravitation theory

At present, Yang–Mills gauge theory on principal bundles (see Section 5.8) provides a universal description of the fundamental electroweak and strong interactions. Gauge gravitation theory from the very beginning aims to extend this description to gravity.

The first gauge model of gravity was suggested by Utiyama [158] in 1956.
just two years after birth of the gauge theory itself. Utiyama was first who generalized the original gauge model of Yang and Mills for $SU(2)$ to an arbitrary symmetry Lie group and, in particular, to the Lorentz group in order to describe gravity. However, he met the problem of treating general covariant transformations and a pseudo-Riemannian metric (a tetrad field) which had no partner in Yang–Mills gauge theory. To eliminate this drawback, representing tetrad fields as gauge fields of the translation group was attempted (see [76; 83; 122] for a review). Since the Poincaré group comes from the Wigner–Inönü contraction of the de Sitter groups $SO(2,3)$ and $SO(1,4)$ and it is a subgroup of the conformal group, gauge theories on fibre bundles $Y \to X$ with these structure groups were also considered [84; 156]. In a different way, gravitation theory was formulated as the gauge theory with a reduced Lorentz structure where a metric (tetrad) gravitational field was treated as the corresponding Higgs field [83; 140; 142].

Studying gauge gravitation theory, one believes reasonable to require that it incorporates Einstein’s General Relativity and, in particular, admits general covariant transformations. Therefore, we formulate gauge gravitation theory as Lagrangian field theory on natural bundles over a world manifold $X$. It is metric-affine gravitation theory whose Lagrangian $L_{MA}$ is invariant under general covariant transformations. In the absence of matter fields, its dynamic variables are linear world connections and pseudo-Riemannian metrics on $X$.

Linear world connections are represented by sections of the bundle of world connections $C_W$ (6.2.2). Pseudo-Riemannian world metrics are described by sections of the open subbundle (6.3.3). Therefore, let us consider the bundle product

$$Y = \Sigma_{PR} \times X C_W$$

coordinated by $(x^\lambda, \sigma^{\mu\nu}, k_{\mu\alpha\beta})$. The configuration space of gauge gravitation theory is the jet manifold

$$J^1Y = J^1\Sigma_{PR} \times J^1C_W,$$

where $J^1C_W$ possesses the canonical splitting (5.5.11) given by the coordinate expression (6.2.5). Let us consider the differential graded algebra (1.7.9):

$$S^*_\infty[Y] = O^*_\infty Y$$
Gravitation theory on natural bundles possessing the local generating basis \((\sigma^{\alpha\beta}, k^{\mu\alpha\beta})\). A Lagrangian \(L_{MA}\) of gauge gravitation theory is a first order Lagrangian on the configuration space \((6.5.2)\). Its Euler–Lagrange operator reads

\[
\delta L_{MA} = (E_{\alpha\beta} d\sigma^{\alpha\beta} + E^{\mu\alpha\beta} d\kappa_{\mu}^{\alpha\beta} \wedge \omega).
\]

The fibre bundle \((6.5.1)\) is a natural bundle admitting the functorial lift

\[
\tilde{\tau}_{\Sigma C} = \tau^\mu \partial_\mu + (\sigma^{\nu\beta} \partial_\nu \tau^\alpha + \sigma^{\alpha\nu} \partial_\nu \tau^\beta) \frac{\partial}{\partial \sigma^{\alpha\beta}} +
\]

of vector fields \(\tau \) \((6.1.1)\) on \(X \) \([112]\). Following Definition 2.3.1, one can treat vector fields \(\tilde{\tau}_{SC} \) \((6.5.5)\) as infinitesimal gauge transformations whose gauge parameters are vector fields \(\tau \) on \(X \).

Therefore, let us consider the pull-back bundle

\[
TX \times Y = TX \times \Sigma_{PR} \times C_W,
\]

and let us enlarge the differential graded algebra \(\mathcal{S}^*_\infty[Y] \) \((6.5.3)\) to the differential bigraded algebra

\[
\mathcal{P}^*_\infty[TX; Y] \quad (6.5.6)
\]

possessing the local basis \((\sigma^{\alpha\beta}, k^{\mu\alpha\beta}, c^\mu)\) of even fields \((\sigma^{\alpha\beta}, k^{\mu\alpha\beta})\) and odd ghosts \((c^\mu)\). Taking the vertical part of vector fields \(\tilde{\tau}_{\Sigma C} \) \((6.5.5)\) and replacing gauge parameters \(\tau^\lambda\) with ghosts \(c^\lambda\) \((see Remark 4.2.1)\), we obtain the odd vertical graded derivation

\[
u = u^{\alpha\beta} \frac{\partial}{\partial \sigma^{\alpha\beta}} + u^\mu_\alpha^\beta \frac{\partial}{\partial k^{\mu\alpha\beta}} =
\]

\[
(\sigma^{\nu\beta} c^\alpha_\nu + \sigma^{\alpha\nu} c^\beta_\nu - c^\lambda c^\alpha_\lambda) \frac{\partial}{\partial \sigma^{\alpha\beta}} +
\]

\[
c^\alpha_\mu k^{\mu\alpha\beta} - c^\nu_\beta k^{\nu\alpha\beta} - c^\nu_\mu k^{\nu\alpha\beta} + c^\mu_\beta - c^\lambda k^{\lambda\mu\alpha\beta} \frac{\partial}{\partial k^{\mu\alpha\beta}}
\]

of the differential bigraded algebra \((6.5.6)\).

In metric-affine gravitation theory, all gravitation Lagrangians \(L_{MA}\), by construction, are invariant under general covariant transformations. This means that infinitesimal gauge transformations \(\tilde{\tau}_{\Sigma C} \) \((6.5.5)\) are exact symmetries of a Lagrangian \(L_{MA}\) \((see Remarks 6.5.1 – 6.5.3)\). By virtue of Lemma 3.5.3, it follows that the vertical graded derivation \(u \) \((6.5.7)\) is a variational symmetry of \(L_{MA}\) and, thus, is its gauge symmetry. Then by
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virtue of the formulas (2.3.6) – (2.3.7), the Euler–Lagrange operator $\delta L_{MA}$ (6.5.4) of this Lagrangian obeys the complete Noether identities

$$
-\sigma^\alpha\beta^\alpha\sigma_\alpha_\beta = 2d_\mu(\sigma^{\alpha\beta}\sigma_\alpha_\beta^\alpha\beta - k_{\lambda\mu}^\alpha\beta^\alpha_\mu_\alpha_\beta - d_\mu[(k_{\nu\beta}^\alpha\beta^\alpha_\nu_\alpha_\beta - k_{\nu\beta}^\alpha\beta^\alpha_\nu_\alpha_\beta)\sigma_\alpha_\nu^\alpha_\beta] + d_\mu^\alpha\beta_\sigma_\alpha_\nu^\alpha_\nu_\sigma_\alpha_\nu^\alpha_\beta = 0.
$$

These Noether identities are irreducible. Therefore, the gauge operator (4.2.8) of gauge gravitation theory is $u = u$. It admits the nilpotent BRST extension

$$
b = u + c^\lambda_\mu^\alpha_\mu_\sigma_\alpha_\lambda
$$

Accordingly, an original gravitation Lagrangian $L_{MA}$ is extended to the proper solution of the master equation $L_E = L_\sigma$ (4.2.9) which reads

$$
L_E = L_{MA} + u^{\alpha\beta}\sigma_\alpha_\beta^\alpha_\beta + u_\mu^\alpha\beta_\sigma_\alpha_\nu^\alpha_\nu + c^\lambda_\mu^\alpha_\mu_\sigma_\alpha_\lambda^\alpha_\beta
$$

where $\sigma_\alpha_\beta$, $\sigma_\alpha_\nu^\alpha_\nu^\alpha_\beta$ and $\sigma_\alpha_\lambda^\alpha_\beta$ are the corresponding antifields.

**Remark 6.5.1.** By analogy with Theorem 5.8.1, one can show that, if a first order Lagrangian $L_{MA}$ on the configuration space (6.5.2) does not depend on the jet coordinates $\sigma_\alpha_\beta^\alpha_\beta$ and it possesses exact gauge symmetries (6.5.5), it factorizes through the terms $R_{\lambda\mu}^\alpha_\beta$ (6.2.5).

**Remark 6.5.2.** The Hilbert–Einstein Lagrangian $L_{HE}$ of General Relativity depends only on metric variables $\sigma^{\alpha\beta}$. It is a reduced second order Lagrangian which differs from the first order one $L_{HE}$ in a variationally trivial term (see Theorem 2.4.4). The infinitesimal gauge covariant transformations $\tilde{\tau}_{LC}$ (6.5.5) are variational (but not exact) symmetries of the first order Lagrangian $L_{HE}$, and the graded derivation $u$ (6.5.7) is so. It reads

$$
u = (\sigma^{\mu\nu}_{\lambda})^\alpha_\lambda = (d_\mu + \{\mu_\beta_\lambda\})E_\mu^\alpha = 0,
$$

Then the corresponding Noether identities (6.5.8) take the familiar form

$$
\nabla_\mu E_\mu^\alpha = (d_\mu + \{\mu_\beta_\lambda\})E_\mu^\alpha = 0,
$$

where $E_\mu^\alpha = \sigma^{\mu\alpha}E_\alpha_\lambda$ and

$$
\{\mu_\beta_\lambda\} = -\frac{1}{2}\sigma^{\beta\mu}(d_\mu_\sigma_\nu_\lambda + d_\lambda_\sigma_\mu_\nu - d_\nu_\sigma_\mu_\lambda) (6.5.10)
$$

are the Christoffel symbols expressed into function $\sigma^{\mu\nu}$ of $\sigma^{\mu\nu}$ given by the relations $\sigma^{\mu\alpha}E_\alpha_\beta = \delta_\beta^\mu$. 


Remark 6.5.3. General covariant transformations are sufficient in order to restart both Einstein’s General Relativity and metric-affine gravitation theory [140]. However, one also considers the total group of automorphisms of the linear frame bundle $L_X$ [76]. Such an automorphism is the composition of some general covariant transformation and a vertical automorphism of $L_X$ (see Remark 6.1.1). Subject to associated vertical automorphisms, the tangent bundle $T_X$ is provided with non-holonomic frames. A problem is that the most of gravitation Lagrangians, e.g., the Hilbert–Einstein Lagrangian are not invariant under vertical non-holonomic frame transformations.

6.6 Energy-momentum conservation law

Since infinitesimal general covariant transformations $\tilde{\tau}_{\Sigma C}$ (6.5.5) are exact symmetries of a metric-affine gravitation Lagrangian, let us study the corresponding conservation laws. These are the energy-momentum conservation laws because the vector fields $\tilde{\tau}_{\Sigma C}$ are not vertical [52; 135]. There are several approaches to discover an energy-momentum conservation law in gravitation theory. Here we treat this conservation law as a particular gauge conservation law. Accordingly, the energy-momentum of gravity is seen as a particular symmetry current (see, e.g., [8; 19; 76; 79]). Since infinitesimal general covariant transformations $\tilde{\tau}_{\Sigma C}$ (6.5.5) are infinitesimal gauge transformations depending on derivatives of gauge parameters, the corresponding energy-momentum current reduces to a superpotential (see Theorem 2.4.2).

In view of Remark 6.5.1, let us assume that a metric-affine gravitation Lagrangian $L_{MA}$ is independent of the derivative coordinates $\sigma^\mu_{\lambda\alpha\beta}$ of a world metric and that it factorizes through the curvature terms $R_{\lambda\mu}^{\alpha\beta}$ (6.2.5). Then the following relations take place:

$$\pi^{\lambda\nu}{}_{\alpha}{}_{\beta} = -\pi^{\nu\lambda}{}_{\alpha}{}_{\beta}, \quad \pi^{\lambda\nu}{}_{\alpha}{}_{\beta} = \frac{\partial L_{MA}}{\partial k^{\lambda\nu}{}_{\alpha}{}_{\beta}},$$

$$\frac{\partial L_{MA}}{\partial k^{\nu}{}_{\alpha}{}_{\beta}} = \pi^{\lambda\nu}{}_{\alpha}{}_{\sigma} k^{\lambda}{}_{\sigma}{}_{\beta} - \pi^{\lambda\nu}{}_{\sigma} k^{\lambda}{}_{\alpha}{}_{\sigma}.$$  (6.6.1)

$$\frac{\partial L_{MA}}{\partial k^{\nu}{}_{\alpha}{}_{\beta}} = \pi^{\lambda\nu}{}_{\alpha}{}_{\sigma} k^{\lambda}{}_{\sigma}{}_{\beta} - \pi^{\lambda\nu}{}_{\sigma} k^{\lambda}{}_{\alpha}{}_{\sigma}.$$  (6.6.2)

Let us follow the compact notation

$$y^A = k^\mu_{\alpha}{}_{\beta},$$

$$u^\alpha_{\beta}{}_{\gamma} = \delta^{\alpha}_{\mu} k^{\mu}{}_{\beta}{}_{\gamma},$$

$$u^\alpha_{\beta}{}_{\gamma} = k^\mu_{\alpha}{}_{\beta} \delta^{\mu}_{\gamma} - k^\mu_{\alpha}{}_{\gamma} \delta^{\mu}_{\beta} - k^\mu_{\gamma}{}_{\beta} \delta^{\mu}_{\alpha}.$$
Then the vector fields (6.5.5) take the form
\[ \tilde{\tau}_\Sigma C = \tau^\lambda \partial \lambda + (\sigma^\nu \partial \nu \tau^\alpha + \sigma^\alpha \partial \alpha \tau^\beta) \partial \alpha \beta + \]
\[ (u A^\alpha \partial \alpha \tau^\beta + u A^\lambda \partial \lambda \tau^\beta) \partial A. \]

We also have the equalities
\[ \pi^\lambda \rho \sigma^\rho = \pi^\lambda \sigma, \]
\[ \pi^\epsilon \rho \sigma^\rho = -\partial^\epsilon \sigma^\rho \partial^\rho \tau^\alpha. \]

Let a Lagrangian \( L_{MA} \) be invariant under general covariant transformations, i.e.,
\[ L_{J_1 \tau_2 \Sigma} L_{MA} = 0. \]

Then the first variational formula \((6.6.3)\) takes the form
\[ 0 = (\sigma^\nu \partial \nu \tau^\alpha + \sigma^\alpha \partial \alpha \tau^\beta - \tau^\lambda \sigma^\beta) \delta \alpha \beta \]
\[ (u A^\alpha \partial \alpha \tau^\beta + u A^\lambda \partial \lambda \tau^\beta) \delta A \]
\[ d\lambda [\pi^\lambda \rho \sigma^\rho \partial^\rho \tau^\alpha - \pi^\epsilon \rho \sigma^\rho \partial^\rho \tau^\alpha - \pi^\epsilon \rho \sigma^\rho \partial^\rho \tau^\alpha - \tau^\lambda L_{MA}]. \]

The first variational formula \((6.6.3)\) on-shell leads to the weak conservation law
\[ 0 \approx -d\lambda [\pi^\lambda \rho \sigma^\rho \partial^\rho \tau^\alpha - \pi^\epsilon \rho \sigma^\rho \partial^\rho \tau^\alpha - \pi^\epsilon \rho \sigma^\rho \partial^\rho \tau^\alpha - \tau^\lambda L_{MA}], \]
\[ \text{(6.6.4)} \]
where
\[ J_{MA}^\lambda = \pi^\lambda \rho \sigma^\rho \partial^\rho \tau^\alpha - \pi^\epsilon \rho \sigma^\rho \partial^\rho \tau^\alpha - \pi^\epsilon \rho \sigma^\rho \partial^\rho \tau^\alpha - \tau^\lambda L_{MA}. \]
\[ \text{(6.6.5)} \]

is the energy-momentum current of the metric-affine gravity.

**Remark 6.6.1.** It is readily observed that, with respect to a local coordinate system where a vector field \( \tau^\lambda \) is constant, the energy-momentum current \((6.6.5)\) leads to the canonical energy-momentum tensor
\[ J_{MA}^\lambda \partial A_{\alpha} = (\pi^\lambda \rho \sigma^\rho \partial^\rho \tau^\alpha - \pi^\epsilon \rho \sigma^\rho \partial^\rho \tau^\alpha - \tau^\lambda L_{MA}) \tau^\alpha. \]

This tensor was suggested in order to describe the energy-momentum complex in the Palatini model \([32; 121]\).

Due to the arbitrariness of gauge parameters \( \tau^\lambda \), the first variational formula \((6.6.3)\) falls into the set of equalities \((2.4.43) - (2.4.46)\) which read
\[ \pi^{(\alpha \gamma \sigma)} = 0, \]
\[ (u A^\gamma \partial A + u A^\gamma \partial A) L_{MA} = 0, \]
\[ \delta^\beta L_{MA} + 2 \sigma^\beta \delta A L_{MA} + u A^\beta \delta A L_{MA} + d \mu (\pi^\mu u A^\beta) = 0, \]
\[ y^\alpha \sigma^\beta = 0, \]
\[ \partial \lambda L_{MA} = 0. \]
\[ \text{(6.6.6)} \]

**Remark 6.6.2.** It is readily observed that the equalities \((6.6.6)\) and \((6.6.7)\) hold due to the relations \((6.6.1)\) and \((6.6.2)\), respectively.
Substituting the term \( y^A \delta_{A}^{\beta} \) from the expression (6.6.8) in the energy-momentum conservation law (6.6.4), one brings this conservation law into the form
\[
0 \approx -d_\lambda \left[ 2\sigma^{\mu \nu \alpha \lambda} \delta_{\alpha \mu \nu} \mathcal{L}_{MA} + u^{A \lambda} \pi^{\alpha}_{\beta} \delta_{A}^{\beta} \mathcal{L}_{MA} - \pi^{\alpha}_{\beta} u^{A \lambda} \partial_{\beta} \tau^{\alpha} + d_\mu \left( \pi^{\mu \alpha}_{\beta} \tau^{\alpha} - d_\mu \left( \pi^{\alpha}_{\beta} \partial_{\beta} \tau^{\alpha} \right) \right) \right].
\] After separating the variational derivatives, the energy-momentum conservation law (6.6.9) of the metric-affine gravity takes the superpotential form
\[
0 \approx -d_\lambda \left[ 2\sigma^{\mu \nu \alpha \lambda} \delta_{\alpha \mu \nu} \mathcal{L}_{MA} + \left( k^{\mu \alpha \lambda}_{\nu \sigma \gamma} \mathcal{L}_{MA} - k^{\mu \alpha \lambda}_{\nu \sigma \gamma} \mathcal{L}_{MA} - k^{\mu \sigma \alpha}_{\lambda \nu} \mathcal{L}_{MA} \right) \tau^{\alpha} + d_\mu \left( \pi^{\mu \alpha}_{\beta} \tau^{\alpha} - \pi^{\sigma}_{\alpha \beta} \partial_{\sigma \alpha} \tau^{\alpha} - \pi^{\sigma}_{\alpha \beta} \tau^{\alpha} \right) \right],
\]
where the energy-momentum current on-shell reduces to the generalized Komar superpotential
\[
U^{\mu \lambda}_{MA} = \pi^{\mu \lambda}_{\alpha \nu} \left( \partial_{\nu} \tau^{\alpha} - k^{\alpha}_{\sigma \nu \tau^{\sigma}} \right) = 2 \partial_{\nu} \mathcal{L}_{MA} \left( D^{\nu} \tau^{\alpha} + T^{\nu} \alpha \sigma \tau^{\sigma} \right),
\]
where \( D \nu \) is the covariant derivative relative to the connection \( k^{\nu}_{\sigma \nu} \) and \( T^{\nu} \alpha \sigma = k^{\nu}_{\sigma \nu} - k^{\nu}_{\sigma \nu} \) (6.6.11) is its torsion.

Example 6.6.1. Let us consider the Hilbert–Einstein Lagrangian
\[
L_{HE} = \frac{1}{2\kappa} \mathcal{R} \sqrt{-\sigma \omega},
\]
\[
\mathcal{R} = \sigma^{\mu \nu \alpha \lambda}_{\alpha \lambda \nu}, \quad \sigma = \det(\sigma_{\alpha \beta}),
\]
in the metric-affine gravitation model. Then the generalized Komar superpotential (6.6.10) comes to the Komar superpotential if we substitute the Levi–Civita connection \( k^{\nu}_{\sigma \nu} = \{\nu \sigma \} \) (6.5.10).

6.7 Appendix. Affine world connections

The tangent bundle \( TX \) of a world manifold \( X \) as like as any vector bundle possesses a natural structure of an affine bundle (see Section 1.1.3). Therefore, one can consider affine connections on \( TX \), called affine world connections. Here we study them as principal connections.
6.7. Appendix. Affine world connections

Let $Y \rightarrow X$ be an affine bundle with an $k$-dimensional typical fibre $V$. It is associated with a principal bundle $AY$ of affine frames in $Y$, whose structure group is the general affine group $GA(k, \mathbb{R})$. Then any affine connection on $Y \rightarrow X$ can be seen as associated with a principal connection on $AY \rightarrow X$. These connections are represented by global sections of the affine bundle $J^1 P / GA(k, \mathbb{R}) \rightarrow X$.

They are always exist.

As was mentioned in Section 1.3.5, every affine connection $\Gamma$ on $Y \rightarrow X$ defines a unique associated linear connection $\tilde{\Gamma}$ on the underlying vector bundle $\overline{Y} \rightarrow X$. This connection $\tilde{\Gamma}$ is associated with a linear principal connection on the principal bundle $LY$ of linear frames in $\overline{Y}$ whose structure group is the general linear group $GL(k, \mathbb{R})$.

We have the exact sequence of groups

$$0 \rightarrow T_k \rightarrow GA(k, \mathbb{R}) \rightarrow GL(k, \mathbb{R}) \rightarrow 1,$$

where $T_k$ is the group of translations in $\mathbb{R}^k$. It is readily observed that there is the corresponding principal bundle morphism $AY \rightarrow LY$ over $X$, and the principal connection $\Gamma$ on $LY$ is the image of the principal connection $\Gamma$ on $AY \rightarrow X$ under this morphism in accordance with Theorem 5.4.2.

The exact sequence (6.7.1) admits a splitting $GL(k, \mathbb{R}) \rightarrow GA(k, \mathbb{R})$, but this splitting is not canonical. It depends on the morphism $V \ni v \rightarrow v - v_0 \in \overline{V}$, i.e., on the choice of an origin $v_0$ of the affine space $V$. Given $v_0$, the image of the corresponding monomorphism $GL(k, \mathbb{R}) \rightarrow GA(k, \mathbb{R})$ is a stabilizer $G(v_0) \subset GA(k, \mathbb{R})$ of $v_0$. Different subgroups $G(v_0)$ and $G(v'_0)$ are related to each other as follows:

$$G(v'_0) = T(v'_0 - v_0)G(v_0)T^{-1}(v'_0 - v_0),$$

where $T(v'_0 - v_0)$ is the translation along the vector $(v'_0 - v_0) \in \overline{V}$.

Remark 6.7.1. Accordingly, the well-known morphism of a $k$-dimensional affine space $V$ onto a hypersurface $y^{k+1} = 1$ in $\mathbb{R}^{k+1}$ and the corresponding representation of elements of $GA(k, \mathbb{R})$ by particular $(k + 1) \times (k + 1)$-matrices also fail to be canonical. They depend on a point $v_0 \in V$ sent to vector $(0, \ldots, 0, 1) \in \mathbb{R}^{k+1}$.
One can say something more if \( Y \rightarrow X \) is a vector bundle provided with the natural structure of an affine bundle whose origin is the canonical zero section \( \hat{0} \). In this case, we have the canonical splitting of the exact sequence (6.7.1) such that \( GL(k, \mathbb{R}) \) is a subgroup of \( GA(k, \mathbb{R}) \) and \( GA(k, \mathbb{R}) \) is the semidirect product of \( GL(k, \mathbb{R}) \) and the group \( T(k, \mathbb{R}) \) of translations in \( \mathbb{R}^k \). Given a \( GA(k, \mathbb{R}) \)-principal bundle \( AY \rightarrow X \), its affine structure group \( GA(k, \mathbb{R}) \) is always reducible to the linear subgroup since the quotient \( GA(k, \mathbb{R})/GL(k, \mathbb{R}) \) is a vector space \( \mathbb{R}^k \) provided with the natural affine structure (see Example 5.10.2). The corresponding quotient bundle is isomorphic to the vector bundle \( Y \rightarrow X \). There is the canonical injection of the linear frame bundle \( LY \rightarrow AY \) onto the reduced \( GL(k, \mathbb{R}) \)-principal subbundle of \( AY \) which corresponds to the zero section \( \hat{0} \) of \( Y \rightarrow X \). In this case, every principal connection on the linear frame bundle \( LY \) gives rise to a principal connection on the affine frame bundle in accordance with Theorem 5.10.4. This is equivalent to the fact that any affine connection \( \Gamma \) on a vector bundle \( Y \rightarrow X \) defines a linear connection \( \Gamma \) on \( Y \rightarrow X \) and that every linear connection on \( Y \rightarrow X \) can be seen as an affine one. Then any affine connection \( \Gamma \) on the vector bundle \( Y \rightarrow X \) is represented by the sum of the associated linear connection \( \Gamma \) and a basic soldering form \( \sigma \) on \( Y \rightarrow X \). Due to the vertical splitting (1.1.17), this soldering form is represented by a global section of the tensor product \( T^*X \otimes Y \).

Let now \( Y \rightarrow X \) be the tangent bundle \( TX \rightarrow X \) considered as an affine bundle. Then the relationship between affine and linear world connections on \( TX \) is the repetition of that we have said in the case of an arbitrary vector bundle \( Y \rightarrow X \). In particular, any affine world connection

\[
\Gamma = dx^\lambda \otimes (\partial_\lambda + \Gamma^\alpha_\lambda \mu (x) \dot{x}^\mu + \sigma^\alpha_\lambda (x)) \partial_\alpha
\]  

(6.7.2)

on \( TX \rightarrow X \) is represented by the sum of the associated linear world connection

\[
\Gamma = \Gamma^\alpha_\lambda \mu (x) \dot{x}^\mu dx^\lambda \otimes \partial_\alpha
\]  

(6.7.3)

on \( TX \rightarrow X \) and a basic soldering form

\[
\sigma = \sigma^\alpha_\lambda (x) dx^\lambda \otimes \partial_\alpha
\]  

(6.7.4)

on \( Y \rightarrow X \), which is the \((1,1)\)-tensor field on \( X \). For instance, if \( \sigma = \theta_X \) (1.1.37), we have the Cartan connection (1.3.48).

It is readily observed that the soldered curvature (1.3.29) of any soldering form (6.7.4) equals zero. Then we obtain from (1.3.32) that the torsion
(1.3.47) of the affine connection $\Gamma$ (6.7.2) with respect to $\sigma$ (6.7.4) coincides
with that of the associated linear connection $\bar{\Gamma}$ (6.7.3) and reads
\[
T = \frac{1}{2} T^i_{\lambda\mu} dx^\mu \wedge dx^\lambda \otimes \partial_i,
\]
\[
T^\lambda_{\lambda\mu} = \Gamma^\lambda_{\alpha\nu} \sigma^\nu_\mu - \Gamma^\lambda_{\mu\nu} \sigma^\nu_\lambda.
\] (6.7.5)
The relation between the curvatures of an affine world connection $\Gamma$ (6.7.2)
and the associated linear connection $\bar{\Gamma}$ (6.7.3) is given by the general ex-
pression (1.3.33) where $\rho = 0$ and $T$ is (6.7.5).

**Remark 6.7.2.** On may think on the physical meaning of the tensor field
$\sigma$ (6.7.4). One can use $\sigma^\lambda_\mu dx^\lambda$ as a non-holonomic coframes in the metric-
affine gauge theory with non-holonomic $GL_4$ gauge transformations (see,
e.g., [76]). In the gauge theory of dislocations in continuous media, the field
$\sigma$ is treated as an elastic distortion [87; 110; 130].
Chapter 7

Spinor fields

Classical theory of Dirac spinor fields is a theory with spontaneous symmetry breaking. The following three facts make it most interesting both from physical and mathematical viewpoints.

• Dirac fermions are unique observable matter fields.
• Dirac fermions are odd fields.
• The existence of Dirac fermion matter possessing Lorentz symmetries is the underlying physical reason of breakdown of world symmetries and, consequently, of the existence of a gravitational field.

7.1 Clifford algebras and Dirac spinors

Dirac spinors are conventionally described in the framework of formalism of Clifford algebras [103].

Let $M = \mathbb{R}^4$ be the Minkowski space equipped with the Minkowski metric

$$\eta = \text{diag}(1, -1, -1, -1),$$

written with respect to a fixed basis $\{e^a\}$ for $M$. Let $\mathbb{C}_{1,3}$ be the complex Clifford algebra generated by elements of $M$. It is defined as the complexified quotient of the tensor algebra

$$\otimes M = \mathbb{R} \oplus M \oplus \cdots \oplus M^\otimes k \oplus \cdots$$

of $M$ by the two-sided ideal generated by elements

$$e \otimes e' + e' \otimes e - 2\eta(e, e') \in \otimes M, \quad e, e' \in M.$$

Remark 7.1.1. The complex Clifford algebra $\mathbb{C}_{1,3}$ is isomorphic to the real Clifford algebra $\mathbb{R}_{2,3}$, whose generating space is $\mathbb{R}^5$ equipped with the
pseudo-Euclidean metric
\[ \text{diag}(1, -1, -1, -1, 1). \]
Its subalgebra generated by elements of \( M \subset \mathbb{R}^5 \) is the real Clifford algebra \( \mathbb{R}_{1,3} \).

A Dirac spinor space \( V \) (or, simply, a spinor space) is defined as a minimal left ideal of \( C_{1,3} \) on which this algebra acts on the left. There is the representation
\[ \gamma : M \otimes V \to V, \]
\[ \gamma(e^\alpha) = \gamma^\alpha, \]
of elements of the Minkowski subspace \( M \subset C_{1,3} \) by the Dirac \( \gamma \)-matrices on \( V \). Let us mention the relations
\[ (\gamma^\alpha)^+ = \eta^{\alpha\alpha} \gamma^\alpha, \]
\[ (\gamma^0 \gamma^\alpha)^+ = \gamma^0 \gamma^\alpha, \]
where the symbol \((\cdot)^+\) stands for a Hermitian conjugate matrix.

**Remark 7.1.2.** The explicit form of the representation (7.1.1) depends on the choice of a minimal left ideal \( V \) of \( C_{1,3} \). Different ideals lead to equivalent representations (7.1.1). One usually considers the representation, where
\[ \gamma^0 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}. \]

The Clifford group \( G_{1,3} \subset \mathbb{R}_{1,3} \) is defined to consist of the invertible elements \( l_s \) of the real Clifford algebra \( \mathbb{R}_{1,3} \) such that the inner automorphisms given by these elements preserve the Minkowski space \( M \subset \mathbb{R}_{1,3} \), i.e.,
\[ l_s e l_s^{-1} = l(e), \quad e \in M, \]
where \( l \) is a Lorentz transformation of \( M \). Hence, there is an epimorphism of the Clifford group \( G_{1,3} \) onto the Lorentz group \( O(1,3) \). However, the action (7.1.2) of the Clifford group on the Minkowski space \( M \) is not effective. Therefore, one consider its pin and spin subgroups. The subgroup \( \text{Pin}(1,3) \) of \( G_{1,3} \) is generated by elements \( e \in M \) such that \( \eta(e,e) = \pm 1 \). The even part of \( \text{Pin}(1,3) \) is the spin group \( \text{Spin}(1,3) \), i.e., \( \eta(e,e) = 1, e \in \text{Spin}(1,3) \). Its component of the unity
\[ L_s = \text{Spin}^0(1,3) \simeq SL(2, \mathbb{C}) \]
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is the well-known two-fold universal covering group

$$z_L : L_s \to L = L_s/\mathbb{Z}_2 \tag{7.1.4}$$

of the proper Lorentz group L. We agree to call $L_s$ (7.1.4) the spinor Lorentz group. Its Lie algebra $\mathfrak{g}_L$ is that of the proper Lorentz group L.

**Remark 7.1.3.** The generating elements $e \in M$, $\eta(e, e) = \pm 1$, of the pin group $\text{Pin}(1, 3)$ act on the Minkowski space by the adjoint representation which is the composition

$$e : v \mapsto ev e^{-1} = -v + 2\frac{\eta(e, v)}{\eta(e, e)} e, \quad e, v \in \mathbb{R}^4,$$

of the total reflection of $M$ and the reflection across the hyperplane

$$e^\perp = \{w \in M; \eta(e, w) = 0\}$$

which is perpendicular to $e$ with respect to the metric $\eta$ in $M$. By the well-known Cartan–Dieudonné theorem, every element of the pseudo-orthogonal group $O(p, q)$ can be written as a product of $r \leq p + q$ reflections across hyperplanes in the vector space $\mathbb{R}^{p+q}$ [103]. In particular, the spin group $\text{Spin}(1, 3)$ consists of the elements of $\text{Pin}(1, 3)$ which result from an even number of reflections of $M$. The epimorphism of $\text{Spin}(1, 3)$ onto the Lorentz group $L$ and the epimorphism (7.1.4) are defined by the fact that elements $e$ and $-e$ of $M$ determine the same reflection of $M$ across the hyperplane $e^\perp = (-e)^\perp$. We further consider an action of the spinor Lorentz group $L_s$ (factorizing through that of the proper Lorentz group $L$) on the Minkowski space $M$, but it is not effective.

The Clifford group $G_{1,3}$ acts on the Dirac spinor space $V$ by left multiplications

$$G_{1,3} \ni l : v \mapsto l v, \quad v \in V.$$  

This action preserves the representation (7.1.1), i.e.,

$$\gamma(l M \otimes l_s V) = l_s \gamma(M \otimes V).$$

The spinor Lorentz group $L_s$ acts on the Dirac spinor space $V$ by means of the infinitesimal generators

$$I_{ab} = \frac{1}{4} [\gamma_a, \gamma_b]. \tag{7.1.5}$$

Since

$$I_{ab}^+ \gamma^0 = -\gamma^0 I_{ab},$$
the Dirac spinor space $V$ is provided with the $L_s$-invariant bilinear form

$$a(v, v') = \frac{1}{2}(v^+ \gamma^0 v' + v^+ \gamma^0 v),$$

(7.1.6)
called the spinor metric.

In the framework of classical field theory on fibre bundles, classical Dirac spinor fields are described by sections of a spinor bundle $S$ on a world manifold $X$ whose typical fibre is the Dirac spinor space $V$ and whose structure group is the spinor Lorentz group $L_s$. In order to construct the Dirac operator, one however need a fibrewise action (7.1.1) of the whole Clifford algebra $C_{1,3}$ on a spinor bundle (see Remark 7.2.3). Therefore, a spinor bundle must be represented as a subbundle of the bundle in Clifford algebras [103].

Let us start with a fibre bundle in Minkowski spaces $MX \to X$ over a world manifold $X$. It is defined as a fibre bundle with the typical fibre $M$ and the structure group $L$. This fibre bundle is extended to a fibre bundle in Clifford algebras $CX$ whose fibres $C_xX$ are the Clifford algebras generated by the fibres $M_xX$ of the fibre bundle in Minkowski spaces $MX$. The fibre bundle $CX$ possesses the structure group $\text{Aut}(C_{1,3})$ of inner automorphisms of the complex Clifford algebra $C_{1,3}$. This structure group is reducible to the proper Lorentz group $L$ and, certainly, the bundle in Clifford algebras $CX$ contains the subbundle $MX$ of the generating Minkowski spaces. However, $CX$ need not contain a spinor subbundle because a spinor subspace $V$ of $C_{1,3}$ is not stable under inner automorphisms of $C_{1,3}$. A spinor subbundle $S_M$ of $CX$ exists if transition functions of $CX$ can be lifted from the Clifford group $G_{1,3}$. This condition agrees with the familiar condition of the existence of a spinor structure (see Remark 7.2.1).

The bundle $MX$ in Minkowski spaces must be isomorphic to the cotangent bundle $T^*X$ in order that sections of the spinor bundle $S_M$ describe Dirac fermion fields on a world manifold $X$. In other words, we should consider a spinor structure on the cotangent bundle $T^*X$ of $X$ [103].

### 7.2 Dirac spinor structure

There are several almost equivalent definitions of a spinor structure on a world manifold $X$ [7; 103]. A Dirac spinor structure on a world manifold $X$ is said to be a pair $(P_s, z_s)$ of a principal $L_s$-bundle $P_s \to X$ and a principal bundle morphism

$$z_s : P_s \to LX$$

(7.2.1)
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of \( P_s \) to the linear frame bundle \( LX \to X \).

Since the group homomorphism \( L_s \to GL_4 \) factorizes through the epimorphism (7.1.4), every bundle morphism (7.2.1) factorizes through a morphism

\[ z_h : P_s \to L^h X, \tag{7.2.2} \]

\[ z_h \circ R_g P = R_{z_L(g)} P, \quad g \in L_s, \]

of \( P_s \) to some reduced principal Lorentz subbundle \( L^h X \) of the linear frame bundle \( LX \) whose structure group is the proper Lorentz group \( L \).

It follows that the necessary condition for the existence of a Dirac spinor structure on \( X \) is that the structure group \( GL_4 \) of \( LX \) is reducible to the proper Lorentz group \( L \). Herewith, any Dirac spinor structure on a world manifold \( X \) is associated with some tetrad field \( h \) or a pseudo-Riemannian metric \( g = \zeta \circ h \). Therefore, this Dirac spinor structure also is the pseudo-Riemannian spinor structure on a world manifold.

Conversely, given a reduced Lorentz structure \( L^h X \subset LX \), the associated Dirac spinor structure (7.2.2) exists if the following conditions hold.

**Lemma 7.2.1.** All spinor structures on a world manifold \( X \) which are related to the two-fold universal covering groups possess the following two properties [70].

(i) Let \( P \to X \) be a principal bundle whose structure group \( G \) has the fundamental group \( \pi_1(G) = \mathbb{Z}_2 \). Let \( \tilde{G} \) be the universal two-fold covering group of \( G \), i.e., \( \tilde{G} \) is the extension (10.4.10):

\[ 1 \to \mathbb{Z}_2 \longrightarrow \tilde{G} \longrightarrow G \longrightarrow 1, \]

of a group \( G \) by the commutative group \( \mathbb{Z}_2 \). The topological obstruction to that a principal \( G \)-bundle \( P \to X \) lifts to a principal \( \tilde{G} \)-bundle \( \tilde{P} \to X \) is given by the Čech cohomology group \( H^2(X; \mathbb{Z}_2) \) of \( X \). Namely, a principal bundle \( P \) defines an element of \( H^2(X; \mathbb{Z}_2) \) which must be zero so that \( P \to X \) can give rise to \( \tilde{P} \to X \).

(ii) Non-equivalent lifts of \( P \to X \) to principal \( \tilde{G} \)-bundles are classified by elements of the Čech cohomology group \( H^1(X; \mathbb{Z}_2) \).

In our case, the topological obstruction to that a reduced Lorentz structure \( L^h X \) lifts to the Dirac spinor one is the second Stiefel–Whitney class \( w_2(X) \in H^2(X; \mathbb{Z}_2) \) of \( X \) [103].

**Remark 7.2.1.** A world manifold \( X \) thus must satisfy certain topological conditions in order to admit a Dirac spinor structure. Spinor bundles \( S \)
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over $X$ with the structure group $L_\alpha$ (7.1.3) are classified by the Chern classes $c_i(S) \in H^{2i}(X, \mathbb{Z})$, $i = 1, 2$. Since the group $L_\alpha$ is reducible to its maximal compact subgroup $SU(2)$, the first Chern class $c_1(S)$ of $S$ is trivial, while the second Chern class $c_2(S)$ is represented by the cohomology of the characteristic form $c_2(F)$ (see Example 8.1.4). Let $S = S^h$ be a Dirac spinor bundle associated with the cotangent bundle $T^*X$ both due to the bundle morphism (7.2.2) and that $T^*X$ is associated with reduced Lorentz bundle $L^hX$. Strictly speaking, $T^*X$ is associated with the tensor product $S^h \otimes S^{h*}$. Because of the inclusion

$$GL_4 \to GL(4, \mathbb{C})$$

(see the commutative diagram (8.1.24)), the cotangent bundle $T^*X$ can be regarded as a $GL(4, \mathbb{C})$-bundle $\varphi(T^*X)$. Consequently, there is the relation (8.1.29) between the Pontryagin and Chern classes of a world manifold. Moreover, since the fibre bundle $\varphi(T^*X)$ is associated with the tensor product $S^h \otimes S^{h*}$, we obtain

$$p_1(X) = -c_2(\varphi(T^*X)) = -4c_2(S^h).$$

One can reproduce the first relation in terms of the characteristic forms (8.1.22) and (8.1.17) if a principal connection on $LX$ is a Lorentz connection on $L^hX$ induced by a spinor connection on $P^h$ (see Theorem 7.2.1). Some additional properties of a space-time structure (e.g., that a spatial distribution $F$ is orientable) also are required. As a result, one can state the following [51; 165].

- A non-compact world manifold admits a Dirac spinor structure if and only if it is parallelizable.
- For a compact world manifold $X$, its Euler characteristic and the second Stiefel-Whitney class $w_2$ must be zero, and its first Pontryagin number must be multiple of 48.

**Remark 7.2.2.** Let us compare a pseudo-Riemannian spinor structure with the Riemannian one. To introduce a Riemannian spinor structure, one considers the complex Clifford algebra $\mathbb{C}_{4,0}$ which is generated by elements of the vector space $\mathbb{R}^4$ equipped with the Euclidean metric [103]. The corresponding spinor space $V_E$ is a minimal left ideal of $\mathbb{C}_{4,0}$. The spin group is Spin(4) which is the two-fold universal covering group of the group SO(4). It is isomorphic to $SU(2) \otimes SU(2)$. Let us assume that the second Stiefel–Whitney class $w_2(X)$ of $X$ vanishes. A Riemannian spinor structure on a world manifold $X$ is defined as a pair of a principal Spin(4)-bundle
$P_s \to X$ and a principal bundle morphism $z_s$ of $P_s$ to $LX$. Since such a morphism factorizes through a bundle morphism

$$z_{g^R} : P_s \to L^{g^R}X$$

for a Riemannian metric $g^R$, this spinor structure is a $g^R$-associated spinor structure.

Hereafter, we restrict our consideration to Dirac spinor structures on a non-compact (and, consequently, parallelizable) world manifold $X$. In this case, all Dirac spinor structures are isomorphic [7; 51]. Therefore, there is one-to-one correspondence

$$z_h : P^h_s \to L^hX \subset LX \quad (7.2.3)$$

between the reduced Lorentz structures $L^hX$ and the Dirac spinor structures $(P^h_s, z_h)$ which factorize through the corresponding $L^hX$. In particular, every Lorentz bundle atlas $\Psi^h = \{z^h_i\}$ (6.3.4) of $L^hX$ gives rise to an atlas

$$\overline{\Psi} = \{\overline{z}^h_i\}, \quad z^h_i = z_h \circ \overline{z}^h_i, \quad (7.2.4)$$

of the principal $L_s$-bundle $P^h_s$. We agree to call $P^h_s$ the spinor principal bundles.

Let $(P^h_s, z_h)$ be the Dirac spinor structure associated with a tetrad field $h$. Let

$$S^h = (P^h_s \times V)/L_s \to X \quad (7.2.5)$$

be the $P^h_s$-associated spinor bundle whose typical fibre $V$ carries the spinor representation (7.1.5) of the spinor Lorentz group $L_s$. One can think of sections of $S^h$ (7.2.5) as describing Dirac spinor fields in the presence of a tetrad field $h$.

Indeed, let us consider the $L^hX$-associated bundle in Minkowski spaces

$$M^hX = (L^hX \times M)/L = (P^h_s \times M)/L_s \quad (7.2.6)$$

and the $P^h_s$-associated spinor bundle $S^h$ (7.2.5). By virtue of Remark 5.10.4, the fibre bundle $M^hX$ (7.2.6) is isomorphic to the cotangent bundle

$$T^*X = (L^hX \times M)/L. \quad (7.2.7)$$

Then, using the morphism (7.1.1), one can define the representation

$$\gamma_h : T^*X \otimes S^h = (P^h_s \times (M \otimes V))/L_s \to (P^h_s \times \gamma(M \otimes V))/L_s = S^h \quad (7.2.8)$$
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deﬁned by the Dirac \(\gamma\)-matrices on elements of the spinor bundle \(S^h\). Relative to a Lorentz bundle atlas \(\{\tau_i^h\}\) of \(LX\) and the corresponding atlas \(\{\tau_i\}\) (7.2.4) of the spinor principal bundle \(P^h_s\), the representation (7.2.8) reads

\[
y^A(\gamma_h(h^a(x) \otimes v)) = \gamma^a A^B y^B(v), \quad v \in S^h_x,
\]

where \(y^A\) are the associated bundle coordinates on \(S^h\), and \(h^a\) are the tetrad coframes (6.3.7). For brevity, we write

\[
\hat{h}^a = \gamma_h(h^a) = \gamma^a, \\
\hat{d}x^\lambda = \gamma_h(dx^\lambda) = h^\lambda_a(x) \gamma^a.
\]

**Remark 7.2.3.** In fact, the spinor bundle \(S^h\) is a subbundle of the bundle in Clifford algebras generated by the ﬁbre bundle in Minkowski spaces \(M^hX\). Then the representation \(\gamma_h\) (7.2.8) results from the action \(\gamma\) (7.1.1)

Furthermore, let

\[
A_h = dx^\lambda \otimes (\partial_\lambda + \frac{1}{2} A_{\lambda}^a e_{ab})
\]

be a principal connection on a spinor principal bundle \(P^h_s\). It is called a spinor connection. The associated principal connection on the spinor bundle \(S^h\) (7.2.5) reads

\[
\hat{A}_h = dx^\lambda \otimes (\partial_\lambda + \frac{1}{2} I_{ab}^\lambda A_{\lambda}^a B y^B) \partial_A,
\]

where \(I_{ab}\) are the generators (7.1.5) of the spinor Lorentz group \(L^s\). Let

\[
D : J^1S^h \to T^*X \otimes S^h,
\]

\[
D = (y^A - A_{ab}^\lambda I_{ab}^\lambda B y^B) dx^\lambda \otimes \partial_A,
\]

be the corresponding covariant differential (1.3.18), where the canonical vertical splitting

\[
VS^h = S^h \times S^h_X
\]

has been used. The ﬁrst order differential Dirac operator is deﬁned on \(S^h\) as the composition

\[
D_h = \gamma_h \circ D : J^1S^h \to T^*X \otimes S^h \to S^h,
\]

\[
y^A \circ D_h = h^\lambda_a A^B y^B - \frac{1}{2} A_{ab}^\lambda I_{ab}^a B y^B.
\]

**Theorem 7.2.1.** There is one-to-one correspondence between the spinor principal connections on a spinor principal bundle \(P^h_s\) and the Lorentz connection on the principal \(L\)-bundle \(L^hX\).
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**Proof.** It follows from Theorem 5.4.2 that every principal connection on $P^h_s$ defines a principal connection on $L^hX$ which is given by the same expression (7.2.9). Conversely, the pull-back $\pi^h_*(A^h)$ of the connection form $A^h$ of a Lorentz connection $A^h$ on $L^hX$ is equivariant under the action of group $L^h$ on $P^h_s$ and, consequently, it is a connection form of a spinor principal connection on $P^h_s$. □

In particular, the Levi–Civita connection of a pseudo-Riemannian metric $g = \zeta \circ h$ gives rise to a spinor connection $A^h = dx^\lambda \otimes [\partial_\lambda + \frac{1}{2}(\eta^{kb}h^a_\mu(\partial_\lambda h^\mu_k - h^\nu_k(\lambda^a_\nu)))I_{ab}^A B^B[\partial_A]$ (7.2.12)
on the $h$-associated spinor bundle $S^h$.

Moreover, every linear world connection $\Gamma$ on a world manifold $X$ defines the Lorentz connection (6.3.18) on a reduced Lorentz bundle $L^hX$ and the associated spinor connection (7.2.10):

$$A^h = dx^\lambda \otimes [\partial_\lambda + \frac{1}{4}(\eta^{kb}h^a_\mu(\partial_\lambda h^\mu_k - h^\nu_k(\lambda^a_\nu)))I_{ab}^A B^B[\partial_A],$$

(7.2.13)
on the $h$-associated spinor bundle $S^h$. Such a connection has been considered in [5; 125; 136].

Substituting the spinor connection (7.2.13) in the Dirac operator (7.2.11), we obtain a description of Dirac spinor fields in the presence of an arbitrary linear world connection on a world manifold, not only of the Lorentz type.

It should be emphasized that a spinor bundle $S^h$ is not natural. Any connection $A^h$ (7.2.13) defines the horizontal lift

$$A^h\tau = \tau^\lambda \partial_\lambda + \frac{1}{4}(\eta^{kb}h^a_\mu(\partial_\lambda h^\mu_k - h^\nu_k(\lambda^a_\nu)))I_{ab}^A B^B[\partial_A] \partial_A,$$

(7.2.14)
on onto $S^h$ of a vector field $\tau$ on $X$. Moreover, there is the canonical horizontal lift

$$\tilde{\tau} = \tau^\lambda \partial_\lambda + \frac{1}{4}(\eta^{kb}h^a_\mu(\partial_\lambda h^\mu_k - h^\nu_k(\lambda^a_\nu)))I_{ab}^A B^B[\partial_A],$$

(7.2.15)
on onto $S^h$ of vector fields $\tau$ on $X$. However, this lift fails to be functorial.

**Remark 7.2.4.** In order to construct the canonical lift (7.2.15), one can write the functorial lift (6.1.9) of $\tau$ onto the linear frame bundle $L^hX$ with respect to a Lorentz atlas $\Psi^h$ and, afterwards, can take its Lorentz part. Another way is the following. Let us consider a local nowhere vanishing vector field $\tau$ and the local symmetric world connection $\Gamma_\tau$ (6.2.12) whose integral section is $\tau$ (see Remark 6.2.1). Let $A_\tau$ be the corresponding
spinor field (7.2.13). The horizontal lift (7.2.14) of \( \tau \) by means of this connection is given by the expression (7.2.15). In a straightforward manner, one can check that (7.2.15) is a well-behaved lift of any vector field \( \tau \) on \( X \). The canonical lift (7.2.15) is brought into the form

\[
\widetilde{\tau} = \tau_{(1)} - \frac{1}{4} (\eta^{kb} h^a_{\mu} - \eta^{ka} h^b_{\mu}) h^d_{\nu} \nabla_{\nu} \tau^d I_{ab} A^B \gamma^B \partial_A,
\]

where \( \tau_{(1)} \) is the horizontal lift (7.2.14) of \( \tau \) by means of the spinor Levi–Civita connection (7.2.12) of a tetrad field \( h \), and \( \nabla_{\nu} \tau^d \) are the covariant derivatives of \( \tau \) relative to the same Levi–Civita connection. This is precisely the Lie derivative of spinor fields described in [95].

7.3 Universal spinor structure

Dirac spinor fields in the presence of different tetrad field \( h \) and \( h' \) are described by sections of different spinor bundles \( S^h \) and \( S^{h'} \). A problem is that, though the reduced Lorentz bundles \( L^h X \) and \( L^{h'} X \) are isomorphic, the associated structures of bundles in Minkowski spaces \( M^h X \) and \( M^{h'} X \) (7.2.7) on the cotangent bundle \( T^* X \) are not equivalent because of the non-equivalent actions of the Lorentz group on the typical fibre of \( T^* X \) seen as a typical fibre of \( M^h X \) and that of \( M^{h'} X \) (see Remark 5.10.3). As a consequence, the representations \( \gamma_h \) and \( \gamma_{h'} \) (7.2.8) for different tetrad fields \( h \) and \( h' \) are not equivalent [132]. Indeed, let

\[
t^* = t\mu dx^\mu = t_a h^a = t'_a h'^a
\]

be an element of \( T^* X \). Its representations \( \gamma_h \) and \( \gamma_{h'} \) (7.2.8) read

\[
\gamma_h (t^*) = t_a \gamma^a = t_a h^a \gamma^a,
\gamma_{h'} (t^*) = t'_a \gamma^a = t'_a h'^a \gamma^a.
\]

They are not equivalent because no isomorphism \( \Phi \) of \( S^h \) onto \( S^{h'} \) can obey the condition

\[
\gamma_{h'} (t^*) = \Phi \gamma_h (t^*) \Phi^{-1}, \quad t^* \in T^* X.
\]

It follows that a Dirac fermion field must be described in a pair with a certain tetrad (gravitational) field. We thus observe the phenomenon of spontaneous symmetry breaking in gauge gravitation theory which exhibits the physical nature of gravity as a Higgs field [132; 140]. In order to study this phenomenon, let us follow the general scheme of describing spontaneous symmetry breaking in Section 5.10. We are based on the fact that any Dirac
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A spinor structure on a world manifold is a reduced subbundle of a so-called universal spinor bundle [53; 138].

The structure group $GL_4$ of the linear frame bundle $LX$ is not simply-connected. Its first homotopy group is

$$\pi_1(GL_4) = \pi_1(SO(4)) = \mathbb{Z}_2$$

[68]. Therefore, the group $GL_4$ admits the universal two-fold covering group $GL_4$ such that the diagram

$$\begin{array}{c}
\overline{GL}_4 \\
\downarrow \\
\text{Spin}(4)
\end{array} \longrightarrow \begin{array}{c}
GL_4 \\
\downarrow \\
SO(4)
\end{array}$$

(7.3.1)

is commutative [76; 103; 148]. The universal spinor structure on a world manifold $X$ is defined as a pair $(\overline{LX}, \overline{z})$ of a principal $\overline{GL}_4$-bundle $\overline{LX} \rightarrow X$ and a principal bundle morphism

$$\overline{z} : \overline{LX} \longrightarrow LX$$

(7.3.2)

[31; 148]. Due to the commutative diagram (7.3.1), there is the commutative diagram of principal bundles

$$\begin{array}{c}
\overline{LX} \\
\uparrow \\
P^{g^R}
\end{array} \longrightarrow \begin{array}{c}
LX \\
\uparrow \\
L^{g^R}X
\end{array}$$

(7.3.3)

for any Riemannian metric $g^R$ [148].

Since the group $\overline{GL}_4$ is homotopic to the group $\text{Spin}(4)$, there is one-to-one correspondence between the non-equivalent universal spinor structures and non-equivalent Riemannian spinor structures (see Remark 7.2.2) [148]. All universal spinor structures (as like as the Riemannian ones) on a parallelizable world manifold $X$ are equivalent, i.e., the principal $\overline{GL}_4$-bundle $\overline{LX}$ (7.3.2) is uniquely defined. It is called the universal spinor bundle. Then it follows from the commutative diagram (7.3.3) that any Riemannian spinor structure on a world manifold is a reduced subbundle of the universal spinor bundle $\overline{LX}$.

Remark 7.3.1. Though the group $\overline{GL}_4$ has finite-dimensional representations, its spinor representation is infinite-dimensional [76; 119]. Elements of this representation are called world spinors. Their field model has been developed (see [76] and references therein).
The pseudo-Riemannian spinor structures as like as the Riemannian ones are subbundles of the universal spinor bundle $\tilde{L}X$ as follows [53; 138].

**Lemma 7.3.1.** Just as the diagram (7.3.1), the diagram

$$
\begin{array}{ccc}
\tilde{GL}_4 & \longrightarrow & GL_4 \\
\downarrow & & \downarrow \\
L_s & \xrightarrow{z_L} & L
\end{array}
$$

(7.3.4)

is commutative.

**Proof.** The restriction of the universal covering group $\tilde{GL}_4 \to GL_4$ to the proper Lorentz group $L \subset GL_4$ is obviously a covering space of $L$. Let us show that this is the universal covering space. Indeed, any non-contractible cycle in $GL_4$ belongs to some subgroup $SO(3) \subset GL_4$, and the restriction of the covering bundle $\tilde{GL}_4 \to GL_4$ to $SO(3)$ is the universal covering of $SO(3)$. Since the proper Lorentz group is homotopic to its maximal compact subgroup $SO(3)$, its universal covering space belongs to $\tilde{GL}_4$. □

Due to the commutative diagram (7.3.4), we have the commutative diagram of principal bundles

$$
\begin{array}{ccc}
\tilde{L}X & \xrightarrow{\tilde{z}} & LX \\
\downarrow & & \downarrow \\
P_h^s & \xrightarrow{z_h} & L^hX
\end{array}
$$

for any tetrad field $h$ [47; 53; 138].

It follows that any Dirac spinor structure $P_h^s$ (7.2.3) is a reduced $L_s$-subbundle of the universal spinor bundle $\tilde{L}X$. Moreover, $\tilde{L}X$ is a principal $L_s$-bundle

$$
\tilde{\pi} : \tilde{L}X \to \Sigma_T
$$

(7.3.5)

over the tetrad bundle (6.3.1):

$$
\Sigma_T = \tilde{L}X/L_s = LX/L
$$

(7.3.6)

such that the universal spinor structure (7.3.2) is a bundle morphism

$$
\tilde{z} : \tilde{L}X \xrightarrow{\Sigma_T} LX
$$

(7.3.7)

over $\Sigma_T$. It is called the universal Dirac spinor structure on the tetrad bundle $\Sigma_T$ (7.3.6). Given a tetrad field $h$, the restriction $h^* \tilde{L}X$ of the principal $L_s$-bundle (7.3.5) to $h(X) \subset \Sigma_T$ is isomorphic to the subbundle
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$P^h$ of the fibre bundle $\bar{LX} \to X$ which is the $h$-associated Dirac spinor structure on a world manifold.

Let us consider the spinor bundle

$$S = (\bar{LX} \times V)/L_s \to \Sigma_T$$  \hspace{1cm} (7.3.8)

associated with the principal $L_s$-bundle (7.3.5). It also is the composite bundle

$$S \to \Sigma_T \to X.$$  \hspace{1cm} (7.3.9)

This however is not a spinor bundle over $X$. By virtue of Theorem 5.10.1, this composite bundle is a $\bar{LX}$-associated bundle whose typical fibre is the spinor bundle

$$(\bar{GL}_4 \times V)/L_s \to \bar{GL}_4/L_s.$$  \hspace{1cm}

Given a tetrad field $h$, there is the canonical isomorphism

$$i_h : S^h = (P^h \times V)/L_s \to (h^* \bar{LX} \times V)/L_s$$

of the $h$-associated spinor bundle $S^h$ (7.2.5) onto the restriction $h^* S$ of the spinor bundle $S \to \Sigma_T$ to $h(X) \subset \Sigma_T$ (see Theorem 1.4.1). Then every global section $s_h$ of the spinor bundle $S^h$ corresponds to the global section $i_h \circ s_h$ of the composite bundle (7.3.9). Conversely, every global section $s$ of the composite bundle (7.3.9) projected onto a tetrad field $h$ takes its values into the subbundle $i_h(S^h) \subset S$ (see Theorem 1.4.2).

Let the linear frame bundle $LX \to X$ be provided with a holonomic atlas $\Psi_T$ (6.1.6), and let the principal bundles $\bar{LX} \to \Sigma_T$ and $LX \to \Sigma_T$ have the associated atlases $\{(U_\epsilon, z^\epsilon_\alpha)\}$ and

$$\{(U_\epsilon, z_\epsilon = \tilde{z} \circ z^\epsilon_\alpha)\},$$  \hspace{1cm} (7.3.10)

respectively. With these atlases, the composite bundle $S$ (7.3.9) is equipped with the bundle coordinates $(x^\lambda, \sigma^\mu_\alpha, y^A)$, where $(x^\lambda, \sigma^\mu_\alpha)$ are coordinates on the tetrad bundle $\Sigma_T$ such that, whenever $h$ is a tetrad field, $h^\mu_\alpha = \sigma^\mu_\alpha \circ h$ are the tetrad functions of the Lorentz bundle atlas

$$\Psi_h = \{h^{-1}(U_\epsilon), z_\epsilon \circ h\}$$

of the reduced Lorentz bundle $L^hX$.

Remark 7.3.2. In fact, $\sigma^\mu_\alpha = H^\mu_\alpha \circ z_\epsilon$ are coordinates of the image of $\Sigma_T$ in $LX$ with respect to local sections $z_\epsilon$. They are the above mentioned transition functions (5.10.44) between a holonomic bundle atlas $\Psi_T$ of $LX \to X$ and the atlas (7.3.10) of the bundle $LX \to \Sigma_T$. 

The spinor bundle $S \to \Sigma_T$ is the subbundle of the bundle in Clifford algebras which is generated by the bundle in Minkowski spaces

$$E_M = (LX \times M)/L \to \Sigma_T$$

(7.3.11)

associated with the principal L-bundle $LX \to \Sigma$. By virtue of Lemma 5.10.1, it is the $LX$-associated composite bundle

$$E_M \to \Sigma_T \to X$$

(7.3.12)

whose typical fibre is the L-bundle

$$(GL_4 \times \mathbb{R}^4)/L$$

associated with the principal L-bundle

$$P_L = GL_4 \to GL_4/L.$$ (7.3.13)

**Lemma 7.3.2.** The principal L-bundle (7.3.13) is trivial.

**Proof.** In accordance with the classification theorem [147], a principal $G$-bundle over an $n$-dimensional sphere $S^n$ is trivial if the homotopy group $\pi_{n-1}(G)$ is trivial. The base space $Z = GL_4/L$ of the principal bundle (7.3.13) is homeomorphic to $S^3 \times \mathbb{R}^7$. Let us consider the morphism $f_1$ of $S^3$ into $Z$, $f_1(p) = (p, 0)$, and the pull-back principal L-bundle $f_1^* P_L \to S^3$.

Since $L$ is homeomorphic to $\mathbb{R}P^3 \times \mathbb{R}^3$ and $\pi_2(L) = 0$, this bundle is trivial. Let $f_2$ be the projection of $Z$ onto $S^3$. Then, the pull-back principal L-bundle

$$f_2^*(f_1^* P_L) \to Z$$

(7.3.14)

also is trivial. Since the composition $f_1 \circ f_2$ of $Z$ into $Z$ is homotopic to the identity morphism of $Z$, the fibre bundle (7.3.14) is equivalent to the bundle $P_L$ [147]. It follows that the bundle (7.3.13) also is trivial. □

Since a world manifold is assumed to be parallelizable, the linear frame bundle $LX \to X$ also is trivial, and the fibre bundle $E_M \to X$ is so. Hence, it is isomorphic to the product $\Sigma_T \times T^* X$. Then there exists the representation

$$\gamma : T^* X \otimes S = (L\bar{X} \times (M \otimes V))/L_s \to$$

(7.3.15)

$$\bar{X} \times \gamma(M \otimes V))/L_s = S,$$

given by the coordinate expression

$$\hat{dx}^\lambda = \gamma_S(dx^\lambda) = \sigma^\lambda_a \gamma^a.$$
Restricted to \( h(X) \subset \Sigma_T \), this representation recovers the morphism \( \gamma_h \) (7.2.8).

Let \( \Gamma \) (6.2.1) be a linear world connection. It defines the spinor connection \( A_h \) (7.2.13) on each \( h \)-associated spinor bundle \( S^h \) (7.2.5). Following the construction in Section 5.10.5, let us consider a connection \( A_\Sigma \) on the spinor bundle \( S \rightarrow \Sigma_T \) (7.3.8) such that, for each tetrad field \( h \), the pull-back connection \( h^* A_\Sigma \) (5.10.29) on \( S^h \) coincides with the spinor connection \( A_h \) (7.2.13). Such a connection \( A_\Sigma \) exists [138]. It takes the form

\[
A_\Sigma = dx^\lambda \otimes (\partial_\lambda + \frac{1}{2} A_\lambda^{ab} I_{ab}^B B^B \partial_A) + \frac{1}{2} \partial_\mu \otimes \left( \frac{1}{4} \eta^{\lambda k} \sigma_\mu^a - \eta^{\lambda k} \sigma_\mu^b \right) \sigma_\mu^k \Gamma_\lambda^{\mu}^\nu, \\
A_\mu^{ab} = \frac{1}{2} \left( \eta^{\lambda k} \sigma_\mu^a - \eta^{\lambda k} \sigma_\mu^b \right).
\]

The connection (7.3.16) yields the first order differential operator \( \tilde{D} \) (1.4.17) on the composite bundle \( S \rightarrow X \) (7.3.9) which reads

\[
\tilde{D} : J^1 S \rightarrow T^* X \otimes S
\]

\[
\tilde{D} = dx^\lambda \otimes [y_\lambda^A - \frac{1}{2} (A_\lambda^{ab} + A_\lambda^{\mu \lambda} \sigma_\lambda^\mu) I_{ab}^B B^B] \partial_A = dx^\lambda \otimes [y_\lambda^A - \frac{1}{4} \left( \eta^{\lambda k} \sigma_\mu^a - \eta^{\lambda k} \sigma_\mu^b \right) (\sigma_\lambda^\mu - \sigma_\lambda^\nu \Gamma_\lambda^{\mu}^\nu) I_{ab}^B B^B] \partial_A.
\]

The restriction \( \tilde{D}_h \) of the operator \( \tilde{D} \) (7.3.17) to \( J^1 S^h \subset J^1 S \) recovers the familiar covariant differential on the \( h \)-associated spinor bundle \( S^h \) (7.2.5) relative to the spinor connection (7.2.13).

Combining the formulas (7.3.15) and (7.3.17) gives the first order differential operator

\[
\mathcal{D} = \gamma_\Sigma_T \circ \tilde{D} : J^1 S \rightarrow T^* X \otimes S \rightarrow S
\]

\[
y^B \circ \mathcal{D} = \sigma_\lambda^A \gamma^B_A [y_\lambda^A - \frac{1}{4} \left( \eta^{\lambda k} \sigma_\mu^a - \eta^{\lambda k} \sigma_\mu^b \right) (\sigma_\lambda^\mu - \sigma_\lambda^\nu \Gamma_\lambda^{\mu}^\nu) I_{ab}^A B^B],
\]

on the composite bundle \( S \rightarrow X \). One can think of the operator \( \mathcal{D} \) (7.3.18) as being the total Dirac operator on \( S \rightarrow X \) since, for every tetrad field \( h \), the restriction of \( \mathcal{D} \) to \( J^1 S^h \subset J^1 S \) is exactly the Dirac operator \( \mathcal{D}_h \) (7.2.11) on the spinor bundle \( S^h \) in the presence of a background tetrad field \( h \) and a linear world connection \( \Gamma \).
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Thus, we come to metric-affine gravitation theory in the presence of Dirac spinor fields. The total configuration space of this classical field theory is the jet manifold $J^{1}Y$ of the bundle product

$$Q = (\Sigma_T \times C_W) \times S$$

(7.3.19)

where $C_W$ is the bundle of world connections (6.2.2). This product is coordinated by $(x^\mu, \sigma^\mu, k^\alpha_\beta, y^A)$. The corresponding field system algebra is the differential graded algebra (1.7.9):

$$S^*_{\infty}[Q] = O^*_{\infty}Q.$$  

(7.3.20)

A question however is that Dirac fermion fields are odd.

### 7.4 Dirac fermion fields

In order to describe odd Dirac fermion fields, let us regard the fibre bundle (7.3.19) as a composite bundle (3.4.1):

$$F \to Y \to X,$$

where $F \to Y$ is the vector bundle

$$F = (\Sigma_T \times C_W) \times (S \oplus S^*) \to (\Sigma_T \times C_W) = Y$$

(7.4.1)

and $S^* \to \Sigma_T$ is the dual of the spinor bundle $S \to \Sigma_T$. Let us consider the composite graded manifold $(Y, \mathfrak{A}_F)$ modelled over the vector bundle $F \to Y$ (7.4.1). Then we replace the differential graded algebra (7.3.20) with the differential bigraded algebra $S^*_{\infty}[F, Y]$ (3.4.7) possessing the local generating basis

$$(\sigma^\mu, k^\alpha_\beta, \psi^A, \psi^*_A)$$

(7.4.2)

whose odd elements are $\psi^A$ and $\psi^*_A$.

In accordance with Remark 3.3.5, the first order differential operator (the vertical covariant differential) $\tilde{D}$ (7.3.17) and the total Dirac operator $D$ (7.3.18) on the composite bundle $S \to X$ yield the graded first order differential operator

$$\tilde{D} = dx^\lambda \otimes [\psi^A_A - \frac{1}{4}(\eta^k b^a - \eta^k a^b)(\sigma^\mu_A - \sigma^\mu_B k^A_B)\partial_A \psi^B_B]$$

(7.4.3)

and the graded Dirac operator

$$D\psi = \sigma^\lambda_A \gamma^a_B [\psi^A_A - \frac{1}{4}(\eta^k b^a - \eta^k a^b)(\sigma^\mu_A - \sigma^\mu_B k^A_B)\partial_A \psi^B_B].$$

(7.4.4)
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on the differential bigraded algebra \( S^*_\infty [F; Y] \).

The total Lagrangian \( L \in S^{(0,n)}_\infty [F; Y] \) of metric-affine gravity and fermion fields is the sum

\[
L = L_{\text{MA}} + L_D
\]

of a metric-affine gravitation Lagrangian

\[
L_{\text{MA}} = L_{\text{MA}}(\mathcal{R}_{\alpha\beta}, \sigma^{\mu\nu}) \omega,
\]

on the configuration space \( J^1 Y \) (see Section 6.5) and the Dirac Lagrangian \( L_D \).

In accordance with Assertion 5.10.3, the Dirac Lagrangian factorizes through the vertical covariant differential \( \tilde{D} \) (7.4.3) and the graded Dirac operator (7.4.4). The Dirac Lagrangian reads

\[
L_D = \left\{ i \frac{2}{\sqrt{\sigma^0 \wedge \cdots \wedge \sigma^3}} \right\} \sqrt{\sigma |\omega|}
\]

\[
\sigma = \det(\sigma_{\mu\nu}).
\]

where \( a(\cdot) \) is the spinor metric (7.1.6). Written with respect to the local generating basis (7.4.2), the Dirac Lagrangian takes the form

\[
\frac{\partial L_D}{\partial k^\lambda_{\mu\nu}} + \frac{\partial L_D}{\partial k^\nu_{\lambda\mu}} = 0,
\]

i.e., the Dirac Lagrangian (7.4.7) depends only on the torsion (6.6.11) of a world connection.

Given a tetrad field \( h \) and a linear world connection \( \Gamma \), the pull-back \( h^* \Gamma^* L_D \) of the Dirac Lagrangian (7.4.7) is the Dirac Lagrangian of fermion fields in the presence of a background tetrad gravitational field \( h \) and a linear world connection \( \Gamma \).

Let us study gauge symmetries of the Dirac Lagrangian \( L_D \) (7.4.7). A metric-affine gravitation Lagrangian \( L_{\text{MA}} \) (7.4.6), by construction, is invariant under general covariant transformations (see Section 6.5).

As was mentioned above, the composite bundle \( S \to X \) (7.3.9) is a \( \tilde{L}X \)-associated bundle in accordance with Theorem 5.10.1. Therefore, \( S \) (7.3.9) inherits automorphisms of the universal spinor bundle \( \tilde{L}X \).
Since a world manifold $X$ is parallelizable and the universal spinor structure is unique, the principal $GL_4$-bundle $LX \to X$ as well as the linear frame bundle $LX$ admits the canonical lift of any diffeomorphism $f$ of the base $X$. This lift is defined by the commutative diagram

$$
\begin{array}{ccc}
LX & \xrightarrow{\tilde{f}} & LX \\
\downarrow & & \downarrow \\
LX & \xrightarrow{f} & LX \\
\downarrow & & \downarrow \\
X & \xrightarrow{f} & X \\
\end{array}
$$

where $\tilde{f}$ is the holonomic bundle automorphism of $LX$ (6.1.8) induced by $f$ [31; 77]. Consequently, the universal spinor bundle $\widetilde{LX}$ is a natural bundle, and it admits the functorial lift $\tilde{\tau}_s$ of vector fields $\tau$ on its base $X$. These lifts $\tilde{\tau}_s$ are infinitesimal general covariant transformations of $\widetilde{LX}$. Consequently, the composite bundle $S \to X$ (7.3.9) also is a natural bundle, and it possesses infinitesimal general covariant transformations [53; 138]. Let us obtain their explicit form.

By virtue of Lemma 5.10.3, infinitesimal general covariant transformations of the principal $\widetilde{GL_4}$-bundle $\widetilde{LX} \to X$ also are infinitesimal gauge transformations of the principal $L$-bundle $\widetilde{LX} \to \Sigma_T$. They take the form (5.10.23):

$$
\tilde{\tau}_s = \tau^l \partial_l + \partial_{\nu} \sigma^\nu c^e \frac{\partial}{\partial \sigma^e} + \frac{1}{2} \partial^a \epsilon_{ab},
$$

where the last term depends on the choice of a bundle atlas (7.3.10) and obeys the condition (5.10.24). Infinitesimal gauge transformations (7.4.9) of $\widetilde{LX} \to \Sigma_T$ depending on gauge parameters $\tau$ yield infinitesimal general gauge transformations of the associated spinor bundle $S \to \Sigma_T$ given by vector fields (5.10.25):

$$
\tilde{\tau}_S = \tau^l \partial_l + \partial_{\nu} \sigma^\nu c^e \frac{\partial}{\partial \sigma^e} + \frac{1}{2} \partial^a \epsilon_{ab} \left( -I_{ab} d c^d \frac{\partial}{\partial \sigma^d} + I_{ab} A_B y^B \frac{\partial}{\partial y^A} \right),
$$

where $I_{ab} d c^d$ (6.3.10) and $I_{ab} A_B$ (7.1.5) are generators of the spinor Lorentz group $L_0$ in the Minkowski space and the Dirac spinor space, respectively.

One can think of the vector fields (7.4.10) as being infinitesimal general covariant transformations of the natural composite bundle $S \to X$. Extended to the total bundle $Q$ (7.3.19), these infinitesimal transformations...
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read

\[ \tilde{\tau}_Q = \tau^\lambda \partial_\lambda + \partial_\nu \tau^\mu \sigma^\nu_c \frac{\partial}{\partial \sigma^c} + \\
[\partial_\nu \tau^\alpha k^\nu_\beta - \partial_\beta \tau^\nu k^\alpha_\nu - \partial_\mu \tau^\nu k^\alpha_\beta + \partial_\mu \beta \tau^\alpha] \frac{\partial}{\partial k^\alpha_\mu} + \\
\frac{1}{2} \theta^{ab} \left( -I_{ab} d^\mu c^\mu_d \sigma^c \frac{\partial}{\partial \sigma^c} + I_{ab} A B \psi^B_A \frac{\partial}{\partial \psi^A} \right). \]

Replacing the gauge parameters \( \tau^\lambda \) with the odd ghosts \( c^\lambda \) and the bundle coordinates \( y^A \) with the odd elements \( \psi^A \) of the local generating basis (7.4.2), we obtain the odd graded derivation

\[ u = \tilde{u} + \vartheta, \]

\[ \tilde{u} = \tau^\lambda \partial_\lambda + c^\mu_c \sigma^\nu_c \frac{\partial}{\partial \sigma^c} + \\
[c^\alpha_k^\mu_\beta - c^\beta_k^\mu_\alpha - c^\mu_k^\alpha_\beta + c^\alpha_\beta] \frac{\partial}{\partial k^\alpha_\mu}, \]

\[ \vartheta = \frac{1}{2} \theta^{ab} \left( -I_{ab} d^\mu c^\mu_d \sigma^c \frac{\partial}{\partial \sigma^c} + I_{ab} A B \psi^B_A \frac{\partial}{\partial \psi^A} + I_{ab}^+ A B \psi^+_A \frac{\partial}{\partial \psi^+_B} \right), \]

of the differential bigraded algebra \( S^{\infty}_* [F; Y] \).

Besides the infinitesimal gauge transformations \( \tilde{\tau}_S \) (7.4.10), one also considers vertical infinitesimal gauge transformations (5.10.26):

\[ v_\zeta = \frac{1}{2} \theta^{ab} \left( -I_{ab} d^\mu c^\mu_d \sigma^c \frac{\partial}{\partial \sigma^c} + I_{ab} A B \psi^B_A \frac{\partial}{\partial \psi^A} + I_{ab}^+ A B \psi^+_A \frac{\partial}{\partial \psi^+_B} \right), \]

of the spinor bundle \( S \to \Sigma_T \). These transformations yield the odd graded derivation

\[ v = \frac{1}{2} \theta^{ab} \left( -I_{ab} d^\mu c^\mu_d \sigma^c \frac{\partial}{\partial \sigma^c} + I_{ab} A B \psi^B_A \frac{\partial}{\partial \psi^A} + I_{ab}^+ A B \psi^+_A \frac{\partial}{\partial \psi^+_B} \right) \]  

(7.4.12)

(where \( c^{ab} \) are odd ghosts) of the differential bigraded algebra \( S^{\infty}_* [F; Y] \).

It is easily justified that

\[ L_{J_1} L_D = 0 \]

and, obviously,

\[ L_v L_{MA} = 0. \]

Therefore, the graded derivation \( v \) (7.4.12) is a gauge symmetry of the total Lagrangian \( L \) (7.4.5). However, this gauge symmetry does not depend on jets of the ghosts \( c^{ab} \) and, therefore, does not lead to non-trivial Noether
identities. At the same time, the corresponding Noether conservation law holds.

Since the bundle $S \to X$ is trivial and its trivialization is fixed, the decomposition (7.4.11) of the graded derivation $u$ is global. Its second summand $\vartheta$ takes the form (7.4.12) and, consequently, it is an exact symmetry of the total Lagrangian $L$ (7.4.5). The first summand $\tilde{u}$ of the graded derivation (7.4.11) is independent of an atlas of the spinor bundle $S$ and, therefore, it can be regarded as the canonical form of the infinitesimal general covariant transformation of $S$ which differs from $u$ in an infinitesimal vertical automorphism $\vartheta$ of $S$.

Since a metric-affine gravitation Lagrangian $L_{\text{MA}}$, by construction, is invariant under general covariant transformations, we have

$$L_{J^{\nu}} L_{\text{MA}} = 0.$$  \hspace{1cm} (7.4.13)

It is readily observed that also

$$L_{J^{\nu}} L_{\text{D}} = 0.$$  \hspace{1cm} (7.4.14)

The equalities (7.4.13) – (7.4.14) lead to the energy-momentum conservation law. Since it is a gauge conservation law, the corresponding energy-momentum current is reduced to a superpotential. One can show that it is exactly the generalized Komar superpotential (6.6.10) of metric-affine gravitation theory and that that Dirac fermion fields do not contribute to this superpotential because of the relation (7.4.8) [53; 136].
Chapter 8

Topological field theories

In classical field theory, topological field theories of Schwartz type are mainly considered [18]. They are Lagrangian field theories whose Lagrangians are independent of a world metric on a base $X$. Here, we are concerned with the following topological field models.

- In comparison with Yang–Mills gauge theory in Section 5.8, Chern–Simons topological field theory on a principal bundle possesses gauge symmetries which are neither vertical nor exact, and some of them become trivial if $\dim X = 3$ (Section 8.2).
- Topological BF theory in Section 8.3 exemplifies reducible degenerate Lagrangian theory.
- Since submanifolds of a smooth manifold are locally represented by sections of fibre bundles, their Lagrangian theory can be developed as the topological one (Section 8.4). For instance, classical string theory is of this type.

Note that any gauge theory of principal connections possesses characteristics which are topological invariants of a base manifold $X$. Section 8.1 is devoted to these characteristics.

8.1 Topological characteristics of principal connections

Theorem 8.1.1 below shows that the set $H_1(X; G^0_X)$ of equivalence classes of associated continuous $G$-bundles over a paracompact topological space $X$ depends only on the homotopic class of the space $X$, i.e., it is a topological invariant. Due to the bijection (5.2.7), the set $H_1(X; G^\infty_X)$ of equivalence classes of associated smooth $G$-bundles over a manifold $X$ also is a topological invariant.
8.1.1 Characteristic classes of principal connections

Theorem 8.1.1. For every topological group $G$, there exist a topological space $BG$, called the classifying space, and a continuous principal $G$-bundle $PG \to BG$ (see Remark 5.3.1), called the universal bundle, which possess the following properties.

- For any continuous principal $G$-bundle $Y$ over a paracompact base $X$, there exists a continuous map $f : X \to BG$ such that $Y$ is associated with the pull-back bundle $f^*PG$.
- If two maps $f_1$ and $f_2$ of $X$ to $BG$ are homotopic, then the pull-back principal bundles $f_1^*PG$ and $f_2^*PG$ are equivalent, and vice versa.

Let us concentrate our attention to the most relevant physical case of bundles with the structure groups $GL(n, \mathbb{C})$ (reduced to $U(n)$) and $GL(n, \mathbb{R})$ (reduced to $O(n)$) (see Example 5.10.1). The classifying spaces for these groups are

$$BU(n) = \lim_{N \to \infty} \mathfrak{G}(n, N - n; \mathbb{C}),$$
$$BO(n) = \lim_{N \to \infty} \mathfrak{G}(n, N - n; \mathbb{R}),$$

(8.1.1)

where $\mathfrak{G}(n, N - n; \mathbb{C})$ and $\mathfrak{G}(n, N - n; \mathbb{R})$ are the Grassmann manifolds of $n$-dimensional vector subspaces of $\mathbb{C}^N$ and $\mathbb{R}^N$, respectively. Then the equivalence classes of principal $U(n)$-$O(n)$-bundles over a manifold $X$ can be represented by elements of the Čech cohomology groups $H^*(X; \mathbb{Z})$. They are called the characteristic classes. Due to the cohomology homomorphism (10.9.17):

$$H^*(X; \mathbb{Z}) \to H^*_{DR}(X),$$

(8.1.2)

these characteristic classes are given by elements of the de Rham cohomology $H^*_{DR}(X)$ of $X$. They are cohomology classes of certain exterior forms defined as follows.

Given a principal bundle $P \to X$ with a structure Lie group $G$, let $C \to X$ be the bundle of principal connections (5.4.3), $\mathcal{A}$ the canonical principal connection (5.5.4) on the principal $G$-bundle $PC$ (5.5.5), and $F_{\mathcal{A}}$ (5.5.6) its strength. Let

$$I_k(\chi) = b_{r_1 \cdots r_k} \chi^{r_1} \cdots \chi^{r_k}$$

(8.1.3)

be a $G$-invariant polynomial of degree $k > 1$ on the Lie algebra $\mathfrak{g}_r$ of $G$. With $F_{\mathcal{A}}$ (5.5.6), one can associate to this polynomial $I_k$ the closed 2$k$-form

$$P_{2k}(F_{\mathcal{A}}) = b_{r_1 \cdots r_k} F_{\mathcal{A}}^{r_1} \wedge \cdots \wedge F_{\mathcal{A}}^{r_k},$$

(8.1.4)
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on $C$ which is invariant under automorphisms of $C$ induced by vertical principal automorphisms of $P$. Given a section $A$ of $C \to X$, the pull-back

$$P_{2k}(F_A) = A^*P_{2k}(F_A)$$ (8.1.5)

of the form $P_{2k}(F_A)$ (8.1.4) is a closed $2k$-form on $X$ where $F_A$ is the strength (5.4.16) of a principal connection $A$. It is called the characteristic form. The characteristic forms (8.1.5) possess the following important properties [38; 92].

- Every characteristic form $P_{2k}(F_A)$ (8.1.5) is a closed form, i.e., $dP_{2k}(F_A) = 0$;
- The difference $P_{2k}(F_A) - P_{2k}(F_A')$ of characteristic forms is an exact form, whenever $A$ and $A'$ are different principal connections on a principal bundle $P$.

It follows that characteristic forms $P_{2k}(F_A)$ possesses the same de Rham cohomology class $[P_{2k}(F_A)]$ for all principal connections $A$ on $P$. The association

$$I_k(\chi) \to [P_{2k}(F_A)] \in H_{DR}^k(X)$$

is the well-known Weil homomorphism. The de Rham cohomology class $[P_{2k}(F_A)]$ is a topological invariant. Choosing a certain family of characteristic forms (8.1.5), one therefore can obtain characteristic classes of a principal bundle $P$.

**Remark 8.1.1.** If $X$ is an oriented compact manifold of even dimension $2k$, then a value

$$C_n = \int_X P_{2k}(F_A)\omega$$

is the same for all principal connections $A$ on $P$. It is called the characteristic number of a principal bundle $P$. In gauge theory, this topological number is treated as a topological charge [38].

However, there is problem that, if a principal bundle $P$ admits a flat principal connection $A$ whose strength $F_A$ vanishes, all characteristic classes of $P$ are trivial, but $P$ need not be a trivial bundle (see Theorem 1.3.4). Therefore, there are topological effects related to flat principal connections, e.g., the Aharonov–Bohm effect.
8.1.2 Flat principal connections

A flat principal connection on a principal bundle \( \pi_P : P \to X \), by definition, obeys the conditions of Theorem 1.3.3. It follows from Theorem 1.3.4 that a principal connection \( A \) on \( P \) represented by the \( T_G P \)-valued form (5.4.10) is flat if and only if its strength \( F_A \) (5.4.16) vanishes. In order to characterize flat principal connections, we however must involve the notion of a holonomy group of a principal connection [92]. For the sake of simplicity, we consider smooth paths, but everything that we say below holds true for the smooth piecewise ones.

Any principal connection \( A \) (5.4.1) on a principal \( G \)-bundle \( P \to X \) is an Ehresmann connection (see Remark 1.3.2) [92]. Let \( c : [0, 1] \to X \) be a closed path (a loop) through a point \( x \in X \). For any point \( p \in P_x = \pi^{-1}_P(x) \), there exists the horizontal lift \( c_p \) of a loop \( c \) through \( p \) such that \( c_p(0) = p \). Then the map

\[
\gamma_c : P_x \ni p = c_p(0) \to c_p(1) \in P_x \quad \text{(8.1.6)}
\]

defines an isomorphism \( g_c \) of the fibre \( P_x \). This isomorphism can be seen as a parallel displacement of the point \( p \) along a loop \( c \) with respect to a connection \( A \). Let us consider the group \( C_x \) of all loops through a point \( x \in X \) and its subgroup \( C^0_x \) of the contractible ones. Then the set

\[
K_x = \{ \gamma_c, c \in C_x \}
\]
of isomorphisms (8.1.6) and its subset

\[
K^0_x = \{ \gamma_c, c \in C^0_x \}
\]
are groups, called the holonomy group and the restricted holonomy group of a principal connection \( A \) at a point \( x \in X \), respectively. Since \( X \) is assumed to be connected, the holonomy groups \( K_x \) for all \( x \in X \) are mutually isomorphic, and one speaks on the abstract holonomy group \( K \) and its restricted subgroup \( K^0 \).

There exists a monomorphism of the holonomy group \( K_x \) to a structure group \( G \) which, however, is not canonical. For a point \( p \in \pi^{-1}_P(x) \), it is a map

\[
K_x \ni \gamma_c \mapsto g_c \in K_p \subset G, \quad \text{(8.1.7)}
\]

where \( g_c \) is given by the relation \( \gamma_c(p) = pg_c \). The subgroup \( \gamma_p \) (8.1.7) of the structure group \( G \) is called the holonomy group at a point \( p \in P \). Accordingly, \( K^0_p \) denotes the restricted holonomy group at a point \( p \in P \).
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Since a principal connection $A$ is $G$-equivariant, we have
\[ \gamma_c(pg) = pg_c g = pg(g^{-1}g_c g) \]
Therefore, the holonomy groups $K_p$ and $K_{p'}$ at different points $p, p' \in P_x$ are conjugate in $G$.

The forthcoming theorems summarize the main properties of holonomy groups [92].

**Theorem 8.1.2.** The holonomy group $K_p$ (resp. the restricted holonomy group $K^0_p$) is a Lie subgroup (resp. a connected Lie subgroup) of a structure group $G$ such that the factor group $K_p / K^0_p$ is countable.

**Theorem 8.1.3.** Since
\[ C_x / C^0_x = \pi_1(X, x), \]
there is an epimorphism
\[ \pi_1(X, x) \twoheadrightarrow K_x / K^0_x \quad (8.1.8) \]
of the first homotopy group $\pi_1(X, x)$ at a point $x \in X$ onto the factor group $K_x / K^0_x$. In particular, if a manifold $X$ is simply connected, then $K_x = K^0_x$ for all $x \in X$ and $K = K^0$.

**Theorem 8.1.4.** Given a point $p \in P$ and the holonomy group $K_p$ of a principal connection $A$ on $P$, the points of $P$ connected with $p$ along horizontal paths form a subbundle $P(p)$ of $P$. It is a reduced principal bundle with the structure group $K_p$, and $A$ is reducible to a principal connection on $P(p)$.

**Theorem 8.1.5.** The values of the curvature form $R$ of a principal connection $A$ (5.4.1) (see Remark 5.4.3) at any point of the reduced subbundle $P(p)$ span a subalgebra of the Lie algebra $g$ of the group $G$ which is isomorphic to the Lie algebra of the restricted holonomy group $K^0_p$.

The following assertion is a corollary of Theorems 8.1.3 – 8.1.5.

**Theorem 8.1.6.** If a principal bundle over a simply connected base admits a flat connection, it is trivial.

**Proof.** It follows from Theorem 8.1.5 that, if a principal connection $A$ on a principal $G$-bundle $P \to X$ is flat, the restricted holonomy group $K^0_p$ of $A$ at any point $p \in P$ is trivial and the holonomy group $K_p$ is discrete (at most countable). In accordance with Theorem 8.1.3, if this principal bundle is over a simply connected base $X$, then the holonomy group of this connection is trivial. Then, by virtue of Theorem 8.1.4, the principal bundle $P$ admits a trivial reduced subbundle, i.e., it is trivial. \(\square\)
The proof of Theorem 8.1.6 gives something more. If a principal connection \( A \) is flat, its holonomy group \( K_p \) at any point \( p \in P \) is discrete. Then it follows from Theorem 8.1.4, that a principal bundle \( P \) contains a connected principal subbundle with a discrete structure group \( K_p \). It should be emphasized that a connected principal bundle with a discrete structure group is necessarily non-trivial.

**Lemma 8.1.1.** Let \( K \) be a discrete group. A connected principal \( K \)-bundle over a connected manifold \( X \) exists if and only if there is a subgroup \( N \subset \pi_1(X) \) such that \( \pi_1(X)/N = K \).

**Proof.** Let \( \pi : Y \to X \) be a fibre bundle. Given \( y \in Y \) and \( x = \pi(y) \), there exists the following exact sequence of homotopy groups of \( Y \to X \):

\[
\cdots \to \pi_k(Y_x, y) \to \pi_k(Y, y) \to \pi_k(X, x) \to \pi_{k-1}(Y_x, y) \to \cdots \to \pi_1(X, x) \to \pi_0(Y_x, y) \to \pi_0(Y, y) \to \pi_0(X, x) \to 0.
\]  

(8.1.9)

If \( Y \) is a connected principal bundle with a discrete structure group \( K \), we have

\[
\pi_{k>0}(Y_x, y) = \pi_0(Y, y) = \pi_0(X, x) = 0, \quad \pi_0(Y_x, y) = K.
\]

Then the exact sequence (8.1.9) is reduced to the short exact sequences

\[
0 \to \pi_k(Y, y) \to \pi_k(X, x) \to 0, \quad k > 1,
\]

\[
0 \to \pi_1(Y, y) \to \pi_1(X, x) \to K \to 0.
\]

It follows that \( \pi_1(Y, y) \) is a subgroup of \( \pi_1(X, x) \) and

\[
\pi_1(X, x)/\pi_1(Y, y) = K.
\]  

(8.1.10)

This is a necessary condition for a desired fibre bundle over \( X \) to exist. One can show that, since a manifold \( X \) is a locally contractible space, the condition that

\[
K = \pi_1(X, .)/N
\]

for some subgroup \( N \subset \pi_1(X, .) \) is sufficient. \( \Box \)

**Remark 8.1.2.** The fibre bundle \( Y \to X \) in Lemma 8.1.1 is called the covering space over \( X \). A covering space is said to be universal if it is simply connected.

Now let us formulate the general result concerning flat principal connections [1; 112].

**Theorem 8.1.7.** There is a bijection between the set of conjugate flat principal connections on a principal \( G \)-bundle \( P \to X \) and the set \( \text{Hom}(\pi_1(X), G)/G \) of conjugate homomorphisms of the homotopy group \( \pi_1(X) \) of \( X \) to the group \( G \).
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**Proof.** Given a flat principal connection \( A \) (5.4.1) on a principal \( G \)-bundle \( P \) over \( X \), the composition of homomorphisms (8.1.8) and (8.1.7) gives the homomorphism \( \pi_1(X, x) \rightarrow G \) which is not unique, but depends on a point \( p \in P \) where the map (8.1.7) is defined. Therefore, every flat principal connection \( A \) on a principal \( G \)-bundle \( P \rightarrow X \) defines a class of conjugate homomorphisms of the homotopy group \( \pi_1(X) \) to \( G \). Let \( \Phi \) be a vertical automorphisms of a principal bundle \( P \) and \( A' \) the image of a connection \( A \) with respect to this automorphism in accordance with Theorem 5.4.2, i.e., \( A' \) is a conjugate connection to \( A \) (see Remark 5.4.4). It is obviously flat. Since a vertical automorphism of \( P \) preserves the homotopy class of curves in \( P \), the holonomy groups \( K_x \) and \( K'_x \) of gauge conjugate connections are identically isomorphic, while \( K'_{\Phi(p)} = K_p \).

Conversely, let \( \pi_1(X) \rightarrow G \) be a homomorphism whose image is a subgroup \( K \subset G \) and whose kernel is a subgroup \( N \subset \pi_1(X) \). By virtue of Lemma 8.1.1, there exists a connected principal \( K \)-bundle \( P_K \rightarrow X \) and, consequently, a principal \( G \)-bundle \( P \rightarrow X \) which contains \( P_K \) as a sub-bundle, and whose structure group \( G \) is reducible to the discrete subgroup \( K \). It follows that there exists an atlas of the principal bundle \( P \) with constant \( K \)-valued transition functions. This is an atlas of local constant trivializations. Following Theorem 1.3.4, one can define a flat connection \( A \) on \( P \rightarrow X \) whose local coefficients with respect to this atlas equal zero. This is a principal connection. Certainly, the holonomy group \( K \) of this connection is \( K \).

Note that, in topological field theory, the space \( \text{Hom}(\pi_1(X), G)/G \) is treated as a moduli space of flat connections [18].

**Example 8.1.1.** The well-known Aharonov–Bohm effect in electromagnetic theory exemplifies phenomena related to flat principal connections. Let a Euclidean space \( \mathbb{R}^3 \) be equipped with the Cartesian coordinates \((x, y, z)\) or the cylindrical ones \((\rho, \alpha, z)\). Its submanifold

\[ X = \mathbb{R}^3 \setminus \{\rho = 0\} \]

admits an electromagnetic potential

\[ A = \frac{\Phi}{2\pi} d\alpha = \frac{\Phi y}{x^2 + y^2} dx - \frac{\Phi x}{x^2 + y^2} dy, \quad \Phi \in \mathbb{R}, \quad (8.1.11) \]

whose strength \( F = dA \) vanishes everywhere on \( X \), i.e., the one-form \( A \) (8.1.11) is closed. However, this form is not exact. Hence, \( A \) (8.1.11) belongs to a non-vanishing element of the de Rham cohomology group \( H^1_{\text{DR}}(X) = \mathbb{R} \) of \( X \). Being represented by the one-forms (8.1.11), elements
of this cohomology group are indexed by real coefficients $\Phi$ in the expression (8.1.11). Let us denote them by $[\Phi] \in H^1_{\text{DR}}(X)$. Then the corresponding group operation in $H^1_{\text{DR}}(X)$ reads

$$[\Phi] + [\Phi'] = [\Phi + \Phi'].$$

Let us notice that the field (8.1.11) can be extended to the whole space $\mathbb{R}^3$ in terms of generalized functions

$$A = \frac{\Phi}{2\pi\rho} \theta(\rho) d\alpha, \quad F = \frac{\Phi}{2} \delta(\rho^2) d\rho \wedge d\alpha,$$

(8.1.12)

where $\theta(\rho)$ is the step function, while $\delta(\rho^2)$ is the Dirac $\delta$-function. The field (8.1.12) satisfies the Stokes formula

$$\int_{\partial S} A = \int_0^{2\pi} A_\alpha \rho d\alpha = \int_S F \rho d\rho d\alpha = \Phi,$$

(8.1.13)

where $S$ is a centered disc in the plane $z = 0$. Thus, we obtain the well-known Aharonov–Bohm effect.

One can extend the description of the Aharonov–Bohm effect in Example 8.1.1 to a non-Abelian gauge model on a principal bundle $P \to X$ which admits a flat principal connection $A$ with a non-trivial discrete holonomy group $K$. Let $Y \to X$ be a $P$-associated vector bundle (5.7.1). The notion of holonomy group is generalized in a straightforward manner to associated principal connections on $Y \to X$. In particular, if $A$ is a flat principal connection with a holonomy group $K$ on $P \to X$, the associated connection $A$ on $Y \to X$ is a flat connection with the same holonomy group. By virtue of Theorem 1.3.4, there exists an atlas $\Psi = \{U_\alpha, \varrho_{\alpha\beta}\}$ of local constant trivializations of a fibre bundle $Y \to X$ such that the connection $A$ on $Y \to X$ takes the form $A = dx^\lambda \otimes \partial_\lambda$. Let $c$ be a loop through a point $x \in X$ which crosses the charts $U_{\alpha_1}, \ldots, U_{\alpha_k}$ of the atlas $\Psi$. Then the parallel displacement of a vector $v \in Y_x$ along this curve with respect to the flat connection $A$ reduces to the product of transition functions

$$v \to (\varrho_{\alpha_2\alpha_1} \cdots \varrho_{\alpha_1\alpha_k})(v).$$

It depends only on the homotopic class of a loop $c$.

### 8.1.3 Chern classes of unitary principal connections

Characteristic classes of principal $GL(k, \mathbb{C})$-bundles (which are always principal $U(k)$-bundles) are Chern classes $c_i(P) \in H^{2i}(X; \mathbb{Z})$ given by cohomology of Chern characteristic forms [38; 80].
Let $M$ be a complex $(k \times k)$-matrix and $r(M)$ a $GL(k, \mathbb{C})$-invariant polynomial, called the characteristic polynomial of components of $M$, i.e.,

$$r(M) = r(gMg^{-1}), \quad \gamma \in GL(k, \mathbb{C}).$$

If a matrix $M$ has eigenvalues $a_1, \ldots, a_k$, a characteristic polynomial $r(M)$ takes the form

$$r(M) = b_0 + b_1 S_1(a) + b_2 S_2(a) + \cdots$$

where $b_i$ are complex numbers and

$$S_j(a) = \sum_{i_1 \leq \cdots \leq i_j} a_{i_1} \cdots a_{i_j} \quad (8.1.14)$$

are symmetric polynomials of $a_1, \ldots, a_k$.

**Example 8.1.2.** An important example of a characteristic polynomial is

$$\det(1 + M) = 1 + S_1(a) + S_2(a) + \cdots + S_k(a),$$

where $1$ denotes the unit matrix.

Let $P \to X$ be a principal $U(k)$-bundle and $E$ the associated vector bundle with the typical fibre $\mathbb{C}^k$ which is a carrier space of the natural representation of $U(k)$.

Let $F$ be the strength form (5.7.12) of some associated principal connection $A$ on $E$. The characteristic form

$$c(F) = \det \left( 1 + \frac{i}{2\pi} F \right) = 1 + c_1(F) + c_2(F) + \cdots \quad (8.1.15)$$

is called the total Chern form, and its components $c_i(F)$ are called Chern 2i-forms. For instance,

$$c_0(F) = 0,$$

$$c_1(F) = \frac{i}{2\pi} \text{Tr } F, \quad (8.1.16)$$

$$c_2(F) = \frac{1}{8\pi^2} [\text{Tr}(F \wedge F) - \text{Tr } F \wedge \text{Tr } F]. \quad (8.1.17)$$

All Chern forms $c_i(F)$ are closed, and their cohomology are identified with the Chern classes $c_i(E) \in H^{2i}(X; \mathbb{Z})$ of the $U(k)$-bundle $E$ under the homomorphism (8.1.2). The total Chern form (8.1.15) corresponds to the total Chern class

$$c(E) = c_0(E) + c_1(E) + \cdots.$$
Example 8.1.3. Let us consider a $U(1)$-bundle $L \to X$ with the typical fibre $C$ on which the group $U(1)$ acts by the generator $I = i$. It is called the complex linear bundle. The strength form (5.7.12) of an associated principal connection on this fibre bundle reads

$$F = \frac{i}{2} F_{\lambda \mu} dx^\lambda \wedge dx^\mu.$$ 

Then the total Chern form (8.1.15) of a $U(1)$-bundle is

$$c(F) = 1 + c_1(F),$$

$$c_1(F) = \frac{i}{2\pi} \text{Tr} F = -\frac{1}{4\pi} F_{\lambda \mu} dx^\lambda \wedge dx^\mu.$$ 

Example 8.1.4. Let us consider a $SU(2)$-bundle $E \to X$. The strength form (5.7.12) of an associated principal connection on this fibre bundle is

$$F = \frac{i\sigma_a}{2} F^a,$$

where $\sigma_a$, $a = 1, 2, 3$ are the Pauli matrices. Then we have

$$c(F) = 1 + c_1(F) + c_2(F),$$

$$c_1(F) = 0,$$

$$c_2(F) = \frac{1}{8\pi^2} \text{Tr}(F \wedge F) = -\frac{1}{(4\pi)^2} F_u \wedge F_u.$$ 

Using the natural properties of the Chern forms, one can obtain the following properties of Chern classes:

(i) $c_i(E) = 0$ if $2i > n = \dim X$;

(ii) $c_i(E) = 0$ if $i > k$;

(iii) $c(E \oplus E') = c(E)c(E')$;

(iv) $c_1(L \oplus L') = c_1(L) + c_1(L')$ where $L$ and $L'$ are complex linear bundles;

(v) if $f^* E \to X'$ is the pull-back bundle generated by a morphism $f : X' \to X$, then

$$c(f^* E) = f^* c(E),$$

where $f^*$ also denotes the induced morphism of the cohomology groups

$$f^* : H^*(X; \mathbb{Z}) \to H^*(X'; \mathbb{Z}).$$

Properties (iii) and (v) of Chern classes are utilized in the following theorem.

**Theorem 8.1.8.** For any $U(k)$-bundle $E \to X$, there exists a topological space $X'$ and a continuous morphism $f : X' \to X$ so that:
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(i) the pull-back $f^*E \to X'$ is the Whitney sum of complex linear bundles (see Example 8.1.3)

\[ f^*E = L_1 \oplus \cdots \oplus L_k; \]

(ii) the induced morphism $f^*$ (8.1.18) is an inclusion.

It follows that the total Chern class of any $U(k)$-bundle $E$ can be seen as

\[ c(E) = f^*c(E) = c(L_1 \oplus \cdots \oplus L_k) = c(L_1) \cdots c(L_k) = \]

\[ (1 + a_1) \cdots (1 + a_k), \]

where $a_i = c_1(L_i)$ denotes the Chern class of the linear bundle $L_i$ (see Example 8.1.3). The formula (8.1.19) is called the splitting principle. In particular, we have

\[ c_1(E) = \sum_i a_i, \]

\[ c_2(E) = \sum_{i_1 < i_2} a_{i_1} a_{i_2}, \]

\[ c_j(E) = \sum_{i_1 < \cdots < i_j} a_{i_1} \cdots a_{i_j} \]

(cf. (8.1.14)).

Example 8.1.5. Let $E^*$ be the $U(k)$-bundle, dual of $E$. In accordance with the splitting principle, we have

\[ c(E^*) = c(L_1^*) \cdots c(L_k^*) = (1 + a_1^*) \cdots (1 + a_k^*). \]

Since the generator of the dual representation of $U(1)$ is $I = -i$, then $F^* = -F$ and $a_i^* = -a_i$. It follows that

\[ c_1(E^*) = (-1)^i c_i(E). \]

(8.1.20)

If a base $X$ of a $U(k)$-bundle $E$ is an oriented compact manifold of even dimension $n$, one can construct some exterior $n$-forms from the Chern forms $c_i(F)$, and can integrate them over $X$. Such integrals are called Chern numbers. Chern numbers are integer since the Chern forms belong to the integer cohomology classes. For instance, if $n = 4$, there are the following two Chern numbers

\[ C_2(E) = \int_X c_2(F), \]

\[ C_1^2(E) = \int_X c_1(F) \wedge c_1(F). \]
There exist some other characteristic classes of \( U(k) \)-bundles which are expressed into the Chern classes. Let us mention the following two ones.

The Chern character \( \text{ch}(E) \) is given by the characteristic polynomial

\[
\text{ch}(M) = \text{Tr} \exp \left( \frac{i}{2\pi} M \right) = \sum_{m=0}^{\infty} \frac{1}{m!} \text{Tr} \left( \frac{i}{2\pi} M \right)^m.
\]

It has the properties

\[
\text{ch}(E \oplus E') = \text{ch}(E) + \text{ch}(E'),
\]
\[
\text{ch}(E \otimes E') = \text{ch}(E) \cdot \text{ch}(E').
\]

Using the splitting principle, one can express the Chern character into the Chern classes as follows:

\[
\text{ch}(E) = \text{ch}(L_1 \oplus \cdots \oplus L_k) = \text{ch}(L_1) + \cdots + \text{ch}(L_k) = \\
\exp a_1 + \cdots + \exp a_k = k + \sum_i a_i + \frac{1}{2} \sum_i a_i^2 + \cdots = \\
k + \sum_i a_i + \frac{1}{2} \left[ (\sum_i a_i)^2 - 2 \sum_{i_1 < i_2} a_{i_1} a_{i_2} \right] + \cdots = \\
k + c_1(E) + \frac{1}{2} [c_2^2(E) - 2c_2(E)] + \cdots.
\]

The Todd class is defined as

\[
\text{td}(E) = \sum_{i=1}^{k} \frac{a_i}{1 - \exp(-a_i)} = 1 + \frac{1}{2} c_1 + \frac{1}{12} (c_1^2 + c_2) + \cdots.
\]

It possesses the property

\[
\text{td}(E \oplus E') = \text{td}(E) \cdot \text{td}(E').
\]

8.1.4 Characteristic classes of world connections

Characteristic classes of real \( GL(k, \mathbb{R}) \)-bundles (which are always principal \( O(k) \)-bundles) are Pontryagin classes given by cohomology of the Pontryagin characteristic forms [38; 80].

Let \( E \) be a \( k \)-dimensional vector bundle with the structure group \( O(k) \). Its Pontryagin classes in the de Rham cohomology algebra \( H^*_{\text{DR}}(X) \) are associated with the characteristic polynomial

\[
p(F) = \text{Det} \left( 1 - \frac{1}{2\pi} F \right) = 1 + p_1(F) + p_2(F) + \cdots \quad (8.1.21)
\]
of the strength form $F$ (5.7.12) of some associated principal connection $A$ on $E$ which takes its values into the Lie algebra $\mathfrak{o}(k)$ of the group $O(k)$. Since generators
\[ I_{ab}^{cd} = \Theta_{bd}^{E} \delta_{ac} - \Theta_{ad}^{E} \delta_{bc}, \quad \text{diag} \, \Theta^{E} = (1, \ldots, 1), \]
of the group $O(k)$ in $E$ satisfy the condition
\[ (I)_{b}^{a} = - (I)_{a}^{b}, \]
the components of even degrees in $F$ in the decomposition (8.1.21) only are different from zero, i.e., $p_{i}(E) \in H^{4i}_{\text{DR}}(X)$.

Pontryagin classes possess the following properties:
(i) $p_{i}(E) = 0$ if $4i > n = \text{dim } X$;
(ii) $p_{i}(E) = 0$ if $2i > k$;
(iii) $p(E \oplus E') = p(E) + p(E')$.

Note that, for the Pontryagin classes taken in the Čech cohomology $H^{*}(X; \mathbb{Z})$, the property (ii) is true only modulo cyclic elements of order 2.

**Remark 8.1.3.** Though fibre bundles with the structure groups $O(k)$ and $GL(k, \mathbb{R})$ have the same characteristic classes, their characteristic forms are different. For instance, if the strength $F$ takes its values into the Lie algebra $\mathfrak{gl}(k, \mathbb{R})$, the characteristic polynomial $p(F)$ (8.1.21) contains the terms of odd degrees in $F$ in general. Therefore, to construct the characteristic forms corresponding to Pontryagin classes, one should use only $O(k)$- or $O(k - m, m)$-valued strength forms $F$. In this case, we have
\[ p_{1}(F) = - \frac{1}{8\pi^{2}} \text{Tr} F \wedge F, \quad (8.1.22) \]
\[ p_{2}(F) = \left[ \frac{1}{32\pi^{2}} \varepsilon_{abcd} F^{ab} \wedge F^{cd} \right], \quad (8.1.23) \]
where $\varepsilon_{abcd}$ is the skew-symmetric Levi–Civita tensor.

**Remark 8.1.4.** If $E = TX$ is the tangent bundle of a smooth manifold $X$, characteristic classes of $TX$ are regarded as characteristic classes of a manifold $X$ itself.

Let us consider the relations between the Pontryagin classes of $O(k)$-bundles and the Chern classes of $U(k)$-bundles. There are the following commutative diagrams of group monomorphisms
\[ \begin{array}{ccc}
O(k) & \longrightarrow & U(k) \\
\downarrow & & \downarrow \\
GL(k, \mathbb{R}) & \longrightarrow & GL(k, \mathbb{C})
\end{array} \quad (8.1.24) \]
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\[
\begin{align*}
U(k) & \longrightarrow O(2k) \\
GL(k, \mathbb{C}) & \longrightarrow GL(2k, \mathbb{R})
\end{align*}
\]  
(8.1.25)

The diagram (8.1.24) implies the inclusion

\[ \varphi : H^1(X; G^\infty_U(k)) \rightarrow H^1(X; G^\infty_O(k)), \]

and one can show that

\[ p_i(E) = (-1)^i c_2(\varphi(E)). \]  
(8.1.26)

The diagram (8.1.25) yields the inclusion

\[ \rho : H^1(X; G^\infty_U(k)) \rightarrow H^1(X; G^\infty_O(2k)). \]

Then we have

\[ \varphi \rho : H^1(X; G^\infty_U(k)) \rightarrow H^1(X; G^\infty_O(2k)) \rightarrow H^1(X; G^\infty_U(2k)). \]

This means that, if \( E \) is a \( U(k) \)-bundle, then \( \rho(E) \) is a \( O(2k) \)-bundle, while \( \varphi \rho(E) \) is a \( U(2k) \)-bundle.

**Remark 8.1.5.** Let \( A \) be an element of \( U(k) \). The group monomorphisms

\[ U(k) \rightarrow O(2k) \rightarrow U(2k) \]

define the transformation of matrices

\[
\begin{pmatrix}
\text{Re} A & -\text{Im} A \\
\text{Im} A & \text{Re} A
\end{pmatrix}
\longrightarrow
\begin{pmatrix}
A & 0 \\
0 & A^*
\end{pmatrix},
\]  
(8.1.27)

written relative to complex coordinates \( z^i \) on the space \( \mathbb{C}^k \), real coordinates

\[ x^i = \text{Re} z^i, \quad x^{k+i} = \text{Im} z^i \]
on \( \mathbb{R}^{2k} \), and complex coordinates

\[ z^i = x^i + i x^{k+i}, \quad z^{k+i} = x^i - i x^{k+i} \]
on the space \( \mathbb{C}^{2k} \).

A glance at the diagram (8.1.27) shows that the fibre bundle \( \varphi \rho(E) \) is the Whitney sum of \( E \) and \( E^* \) and, consequently,

\[ c(\varphi \rho(E)) = c(E)c(E^*). \]

Then combining (8.1.20) and (8.1.26) gives the relation

\[
\sum_i (-1)^i p_i(\rho(E)) = c(\varphi \rho(E)) = c(E)c(E^*) = \left[ \sum_i c_i(E) \right] \left[ \sum_j (-1)^j c_j(E) \right]
\]  
(8.1.28)
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between the Chern classes of a \(U(k)\)-bundle \(E\) and the Pontryagin classes of the \(O(2k)\)-bundle \(\rho(E)\).

**Example 8.1.6.** In accordance with Remark 8.1.4, by Pontryagin classes \(p_i(X)\) of a manifold \(X\) are meant those of the tangent bundle \(T(X)\). Let a manifold \(X\) be oriented and \(\dim X = 2m\). One says that a manifold \(X\) admits an almost complex structure if its structure group \(GL(2m, \mathbb{R})\) is reducible to the image of \(GL(m, \mathbb{C})\) in \(GL(2m, \mathbb{R})\). By Chern classes \(c_i(X)\) of such a manifold \(X\) are meant those of the tangent bundle \(T(X)\) seen as a \(GL(m, \mathbb{C})\)-bundle, i.e.,

\[ c_i(X) = c_i(\rho(T(X))). \]

Then the formula (8.1.28) provides the relation between the Pontryagin and Chern classes of a manifold \(X\) admitting an almost complex structure:

\[ \sum_i (-1)^i p_i(X) = \left[ \sum_i c_i(X) \right]\left[ \sum_j (-1)^j c_j(X) \right]. \]

In particular, we have

\[ \begin{align*}
p_1(X) &= c_2^2(X) - 2c_2(X), \\
p_2(X) &= c_2^2(X) - 2c_3(X)c_1(X) + 2c_4(X).
\end{align*} \tag{8.1.29} \]

If the structure group of a \(O(k)\)-bundle \(E\) is reduced to \(SO(k)\), the Euler class \(e(E)\) of \(E\) can be defined as an element of the Čech cohomology group \(H^k(X; \mathbb{Z})\) which satisfies the conditions:

(i) \(2e(E) = 0\) if \(k\) is odd;

(ii) \(e(f^*E) = f^*e(E)\);

(iii) \(e(E \oplus E') = e(E)e(E')\);

(iv) \(e(E) = c_1(E)\) if \(k = 2\) because of an isomorphism of groups \(SO(2)\) and \(U(1)\).

Let us consider the relationship between the Euler class and the Pontryagin ones. Let \(E\) be a \(U(k)\)-bundle and \(\rho(E)\) the corresponding \(SO(2k)\)-bundle. Then, using the splitting principle and properties (iii), (iv) of the Euler class, we obtain

\[ e(\rho(E)) = e(\rho(L_1) \oplus \cdots \oplus \rho(L_k)) = \]

\[ e(\rho(L_1)) \cdots e(\rho(L_k)) = c_1(L_1) \cdots c_1(L_k) = a_1 \cdots a_k = c_k(E). \]

At the same time, one can deduce from (8.1.28) that

\[ p_k(\rho(E)) = c_k^2(E). \tag{8.1.31} \]
Combining (8.1.30) and (8.1.31) gives a desired relation
\[ e(E) = |p_k(E)|^{1/2} \]  
for any \( SO(2k) \)-bundle.

For instance, let \( X \) be a \( 2k \)-dimensional oriented compact manifold. Its tangent bundle \( TX \) has the structure group \( SO(2k) \). Then the integral
\[ e = \int_X e(R) \]
coincides with the Euler characteristic of \( X \).

In conclusion, let us also mention the Stiefel–Whitney classes \( w_i \in H^i(X; \mathbb{Z}_2) \) of the tangent bundle \( TX \). In particular, a manifold \( X \) is orientable if and only if \( w_1 = 0 \). If \( X \) admits an almost complex structure, then
\[ w_{2i+1} = 0, \quad w_{2i} = c_i \mod 2. \]

In contrast with the above mentioned characteristic classes, the Stiefel–Whitney ones are not represented by the de Rham cohomology of exterior forms.

### 8.2 Chern–Simons topological field theory

We consider gauge theory of principal connections on a principal bundle \( P \to X \) with a structure real Lie group \( G \). In contrast with the Yang–Mills Lagrangian \( L_{YM} \) (5.8.15), the Lagrangian \( L_{CS} \) (8.2.4) of Chern–Simons topological field theory on an odd-dimensional manifold \( X \) is independent of a world metric on \( X \). Therefore, its non-trivial gauge symmetries are wider than those of the Yang–Mills one. However, some of them become trivial if \( \text{dim } X = 3 \).

Note that one usually considers the local Chern–Simons Lagrangian which is the local Chern–Simons form derived from the local transgression formula for the Chern characteristic form. The global Chern–Simons Lagrangian is well defined, but depends on a background gauge potential [20; 42; 58].

Let \( I_k \) (8.1.3) be a \( G \)-invariant polynomial of degree \( k > 1 \) on the Lie algebra \( \mathfrak{g}_r \) of \( G \). Let \( P_{2k}(F_A) \) (8.1.4) be the corresponding closed \( 2k \)-form on \( C \) and \( P_{2k}(F_A) \) (8.1.5) its pullback onto \( X \) by means of a section \( A \) of \( C \to X \). Let the same symbol \( P_{2k}(F_A) \) stand for its pull-back onto \( C \). Since \( C \to X \) is an affine bundle and, consequently, the de Rham cohomology of
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$C$ equals that of $X$, the exterior forms $P_{2k}(F_A)$ and $P_{2k}(F_A)$ possess the same de Rham cohomology class

$$[P_{2k}(F_A)] = [P_{2k}(F_A)]$$

for any principal connection $A$. Consequently, the exterior forms $P_{2k}(F_A)$ and $P_{2k}(F_A)$ on $C$ differ from each other in an exact form

$$P_{2k}(F_A) - P_{2k}(F_A) = d\mathcal{S}_{2k-1}(a, A). \quad (8.2.1)$$

This relation is called the transgression formula on $C$. Its pull-back by means of a section $B$ of $C \to X$ gives the transgression formula on a base $X$:

$$P_{2k}(F_B) - P_{2k}(F_A) = d\mathcal{S}_{2k-1}(B, A).$$

For instance, let

$$c(F_A) = \det \left( 1 + \frac{i}{2\pi} F_A \right) = 1 + c_1(F_A) + c_2(F_A) + \cdots$$

be the total Chern form on a bundle of principal connections $C$. Its components $c_k(F_A)$ are Chern characteristic forms on $C$. If

$$P_{2k}(F_A) = c_k(F_A)$$

is the characteristic Chern $2k$-form, then $\mathcal{S}_{2k-1}(a, A)$ (8.2.1) is the Chern–Simons $(2k - 1)$-form.

In particular, one can choose a local section $A = 0$. In this case, $\mathcal{S}_{2k-1}(a, 0)$ is called the local Chern–Simons form. Let $\mathcal{S}_{2k-1}(A, 0)$ be its pull-back onto $X$ by means of a section $A$ of $C \to X$. Then the Chern–Simons form $\mathcal{S}_{2k-1}(a, A)$ (8.2.1) admits the decomposition

$$\mathcal{S}_{2k-1}(a, A) = \mathcal{S}_{2k-1}(a, 0) - \mathcal{S}_{2k-1}(A, 0) + dK_{2k-1}. \quad (8.2.2)$$

The transgression formula (8.2.1) also yields the transgression formula

$$h_0(P_{2k}(F_A) - P_{2k}(F_A)) = d_H(h_0(\mathcal{S}_{2k-1}(a, A)),$$

$$h_0(\mathcal{S}_{2k-1}(a, A)) = k \int_0^1 \mathcal{P}_{2k}(t, A)dt, \quad (8.2.3)$$

$$\mathcal{P}_{2k}(t, A) = b_{r_1 \cdots r_k}(a_{\mu_1}^{r_1} - A_{\mu_1}^{r_1})dx^{\mu_1} \wedge \mathcal{F}^{r_2}(t, A) \wedge \cdots \wedge \mathcal{F}^{r_k}(t, A),$$

$$\mathcal{F}^{r_j}(t, A) = \frac{1}{2} [ta^{r_j}_{\lambda_j \mu_j} + (1 - t)A^{r_j}_{\mu_j} - ta^{r_j}_{\mu_j \lambda_j} - (1 - t)\partial_{\mu_j}A^{r_j}_{\lambda_j} + \frac{1}{2}c^{r_j}_{lp}(ta^{p}_{\lambda_j} + (1 - t)A^{p}_{\lambda_j})(ta^{q}_{\mu_j} + (1 - t)A^{q}_{\mu_j}],$$

$$dx^{\lambda_j} \wedge dx^{\mu_j} \otimes e_r,$$
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on $J^1 C$ (where $b_{r_1 \ldots r_k}$ are coefficients of the invariant polynomial (8.1.3)).

If $2k - 1 = \dim X$, the density (8.2.3) is the global Chern–Simons Lagrangian

$$L_{CS}(A) = h_0 \mathcal{S}_{2k-1}(a, A)$$

(8.2.4)
of Chern–Simons topological field theory. It depends on a background gauge field $A$. The decomposition (8.2.2) induces the decomposition

$$L_{CS}(A) = h_0 \mathcal{S}_{2k-1}(a, 0) - h_0 \mathcal{S}_{2k-1}(A, 0) + d_H h_0 K_{2k-1},$$

(8.2.5)
where

$$L_{CS} = h_0 \mathcal{S}_{2k-1}(a, 0)$$

(8.2.6)
is the local Chern–Simons Lagrangian.

For instance, if $\dim X = 3$, the global Chern–Simons Lagrangian (8.2.4) reads

$$L_{CS}(A) = \left[ \frac{1}{2} h_{m n} \varepsilon^{\alpha \beta \gamma} a_{\alpha}^m F_{\beta \gamma}^n - \frac{1}{3} \varepsilon_{p q} a_{\beta}^p A_{\gamma}^q \right] \omega -$$

(8.2.7)
\[
\left[ \frac{1}{2} h_{m n} \varepsilon^{\alpha \beta \gamma} A_{\alpha}^m (F A_{\beta \gamma}^n - \frac{1}{3} \varepsilon_{p q} A_{\beta}^p A_{\gamma}^q) \right] \omega -
\]
\[d_\alpha (h_{m n} \varepsilon^{\alpha \beta \gamma} a_{\beta}^m A_{\gamma}^n) \omega,
\]
where $\varepsilon^{\alpha \beta \gamma}$ is the skew-symmetric Levi–Civita tensor.

Since the density

$$-\mathcal{S}_{2k-1}(A, 0) + d_H h_0 K_{2k-1}$$
is variationally trivial, the global Chern–Simons Lagrangian (8.2.4) possesses the same Noether identities and gauge symmetries as the local one (8.2.6). They are the following.

Recall that infinitesimal generators of local one-parameter groups of automorphisms of a principal bundle $P$ are $G$-invariant projectable vector fields $v_P$ on $P$. They are identified with sections (5.3.16):

$$\xi = \tau^\lambda \partial_\lambda + \xi^e e_e,$$

(8.2.8)
of the vector bundle $T_G P \to X$ (5.3.11), and yield the vector fields (5.6.7):

$$v = \tau^\lambda \partial_\lambda + (-c^e_{pq} \xi^p a^q + \partial_\lambda \xi^e - a^\mu_\lambda \partial_\lambda \tau^\nu) \partial^\lambda e_e$$

(8.2.9)
on the bundle of principal connections $C$. Sections $\xi$ (8.2.8) play a role of gauge parameters.

**Lemma 8.2.1.** Vector fields (8.2.9) are locally variational symmetries of the global Chern–Simons Lagrangian $L_{CS}(B)$ (8.2.4).
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**Proof.** Since \( \dim X = 2k - 1 \), the transgression formula (8.2.1) takes the form

\[
P_{2k}(F_A) = d\mathcal{S}_{2k-1}(a, A).
\]

The Lie derivative \( L_{\bar{\partial}} \) acting on its sides results in the equality

\[
0 = d(\bar{\partial}d \mathcal{S}_{2k-1}(a, A)) = d(L_{\bar{\partial}}d \mathcal{S}_{2k-1}(a, A)),
\]

i.e., the Lie derivative \( L_{\bar{\partial}}d \mathcal{S}_{2k-1}(a, A) \) is locally \( d \)-exact. Consequently, the horizontal form \( h_0 L_{\bar{\partial}}d \mathcal{S}_{2k-1}(a, A) \) is locally \( d \)-exact. A direct computation shows that

\[
h_0 L_{\bar{\partial}}d \mathcal{S}_{2k-1}(a, A) = L_{\bar{\partial}}(h_0 d \mathcal{S}_{2k-1}(a, A)) + dH S.
\]

It follows that the Lie derivative \( L_{\bar{\partial}}d \mathcal{S}_{2k-1}(a, A) \) of the global Chern–Simons Lagrangian along any vector field \( \bar{\partial} \) is locally \( d \)-exact, i.e., this vector field is locally a variational symmetry of \( L_{CS}(A) \).

By virtue of Lemma 2.2.3, the vertical part

\[
\bar{\partial} = (-c^r_{pq} a^q + \partial \lambda^r - a^r_\mu \partial \tau^\mu - \tau^a \partial \lambda^r) \partial \lambda^r
\]

of the vector field \( \bar{\partial} \) is locally a variational symmetry of \( L_{CS}(A) \).

Given the fibre bundle \( T_G P \to X \), the same symbol also stand for the pull-back of \( T_G P \) onto \( C \). Let us consider the differential bigraded algebra (4.1.6):

\[
P^*_{\infty}[T_G P; C] = S^*_{\infty}[T_G P; C],
\]

possessing the local generating basis \( (a_i^r, \lambda, c^r, c^\lambda) \) of even fields \( a_i^r \) and odd ghosts \( c^\lambda, c^r \). Substituting these ghosts for gauge parameters in the vector field \( \bar{\partial} \) (8.2.10) (see Remark 4.2.1), we obtain the odd vertical graded derivation

\[
u_\lambda = (-c^r_{pq} a^q + c^r_\lambda \partial \lambda^r - a^r_\mu \partial \tau^\mu - \tau^a \partial \lambda^r) \partial \lambda^r
\]

of the differential bigraded algebra \( P^*_{\infty}[T_G P; C] \). This graded derivation as like as vector fields \( \nu_\lambda \) (8.2.10) is locally a variational symmetry of the global Chern–Simons Lagrangian \( L_{CS}(A) \) (8.2.4), i.e., the odd density \( L_{\bar{\partial}} \) is locally \( d \)-exact. Hence, it is \( \delta \)-closed and, consequently, \( d \)-exact in accordance with Corollary 3.5.1. Thus, the graded derivation \( \bar{\partial} \) is variationally trivial and, consequently, it is a gauge symmetry of the global Chern–Simons Lagrangian \( L_{CS}(A) \).

By virtue of the formulas (2.3.6) – (2.3.7), the corresponding Noether identities read

\[
\bar{\partial} \Delta_j = -c_{ij}^r a^r_j \partial \lambda^i - d \lambda^i \partial \lambda^r = 0,
\]

\[
\bar{\partial} \Delta_\mu = -a_{\mu \lambda}^r \partial \lambda^r + d \lambda^i (a^r_i \partial \lambda^r) = 0.
\]
They are irreducible and non-trivial, unless \( \dim X = 3 \). Therefore, the gauge operator (4.2.8) is \( u = u \). It admits the nilpotent BRST extension

\[
\mathbf{b} = (-c^i_r c^j a^i_{\lambda} + c^i_{\lambda} - c^i_{\mu} a^r_{\mu} - c^r_{\mu} a^i_{\mu}) \frac{\partial}{\partial a^i_{\lambda}} - \frac{1}{2} c^i_j c^j c^r \frac{\partial}{\partial c^r} + c^i_{\mu} \frac{\partial}{\partial c^r}. \tag{8.2.14}
\]

In order to include antifields \((\pi^\lambda_r, \tau_r, \tau^r_\mu)\), let us enlarge the differential bigraded algebra \( \mathcal{P}_*^\infty [T_G P; C] \) to the differential bigraded algebra \( \mathcal{P}_*^\infty \{0\} = S_*^\infty \{V_C \oplus T_{\overline{G} P}; C \times T_{\overline{G} P}\} \)

where \( V_C \) is the density dual (5.8.30) of the vertical tangent bundle \( V_C \) of \( C \rightarrow X \) and \( \overline{T_{\overline{G} P}} \) is the density dual of \( T_{\overline{G} P} \rightarrow X \) (cf. (5.8.32)). By virtue of Theorem 4.4.2, given the BRST operator \( \mathbf{b} \) (8.2.14), the global Chern–Simons Lagrangian \( L_{\text{CS}}(A) \) (8.2.4) is extended to the proper solution (4.4.10) of the master equation which reads

\[
L_E = L_{\text{CS}}(A) + (-c^i_p q c^j a^q_{\lambda} + c^i_{\lambda} - c^i_{\mu} a^r_{\mu} - c^r_{\mu} a^i_{\mu}) \pi^\lambda_r \omega - \frac{1}{2} c^i_j c^j c^r \tau_r \omega + c^i_{\mu} c^r \tau_{\lambda} \omega.
\]

If \( \dim X = 3 \), the global Chern–Simons Lagrangian takes the form (8.2.7). Its Euler–Lagrange operator is

\[
\delta L_{\text{CS}}(B) = E^\lambda_r \theta^r_\lambda \wedge \omega, \quad E^\lambda_r = h_{rp} \zeta^{\lambda \beta \gamma} F^p_{\beta \gamma}.
\]

A glance at the Noether identities (8.2.12) – (8.2.13) shows that they are equivalent to the Noether identities

\[
\delta \Delta_{\lambda} = -c^i_p q c^j a^q_{\lambda} E^j_{\lambda} - d_{\lambda} E^j_{\lambda} = 0, \tag{8.2.15}
\]

\[
\delta \Delta_{\mu} = \delta \Delta_{\mu} + a^r_{\mu} \tau_r = c^r F^r_{\mu \lambda} \tau^\lambda_r = 0. \tag{8.2.16}
\]

These Noether identities define the gauge symmetry \( u \) (8.2.11) written in the form

\[
u = (-c^i_p q c^j a^q_{\lambda} + c^i_{\lambda} + c^r F^r_{\mu \lambda}) \partial^\lambda_r. \tag{8.2.17}
\]

where \( c^r = c^r - a^r_{\mu} c^\mu \). It is readily observed that, if \( \dim X = 3 \), the Noether identities \( \delta \Delta_{\mu} \) (8.2.16) are trivial. Then the corresponding part \( c^r F^r_{\mu \lambda} \partial^\lambda_r \) of the gauge symmetry \( u \) (8.2.17) also is trivial. Consequently, the non-trivial gauge symmetry of the Chern–Simons Lagrangian (8.2.7) is

\[
u = (-c^i_p q c^j a^q_{\lambda} + c^i_{\lambda}) \partial^\lambda_r.
\]
8.3 Topological BF theory

We address the topological BF theory of two exterior forms $A$ and $B$ of form degree $|A| + |B| = \dim X - 1$ on a smooth manifold $X$ [18]. It is reducible degenerate Lagrangian theory which satisfies the homology regularity condition (Condition 4.1.1) [14]. Its dynamic variables $A$ and $B$ are sections of the fibre bundle

$$Y = \overset{p}{\wedge} T^* X \oplus \overset{q}{\wedge} T^* X, \quad p + q = n - 1 > 1,$$

coordinated by

$$(x^\lambda, A_{\mu_1 \cdots \mu_p}, B_{\nu_1 \cdots \nu_q}).$$

Without a loss of generality, let $q$ be even and $q \geq p$. The corresponding differential graded algebra is $\mathcal{O}_Y^\infty$ (1.7.9).

There are the canonical $p$- and $q$-forms

$$A = A_{\mu_1 \cdots \mu_p} dx^{\mu_1} \wedge \cdots \wedge dx^{\mu_p},$$

$$B = B_{\nu_1 \cdots \nu_q} dx^{\nu_1} \wedge \cdots \wedge dx^{\nu_q}$$
on $Y$. A Lagrangian of topological BF theory reads

$$L_{\text{BF}} = A \wedge dH B = \epsilon^{\mu_1 \cdots \mu_n} A_{\mu_1 \cdots \mu_p} d_{\mu_p+1} B_{\mu_{p+2} \cdots \mu_n} \omega,$$  (8.3.1)

where $\epsilon$ is the Levi–Civita symbol. It is a reduced first order Lagrangian. Its first order Euler–Lagrange operator (2.4.2) is

$$\delta L = \mathcal{E}^{\mu_1 \cdots \mu_p}_A dA_{\mu_1 \cdots \mu_p} \wedge \omega + \mathcal{E}^{\nu_{p+2} \cdots \nu_n}_B dB_{\nu_{p+2} \cdots \nu_n} \wedge \omega,$$  (8.3.2)

$$\mathcal{E}^{\mu_1 \cdots \mu_n}_A = \epsilon^{\mu_1 \cdots \mu_n} d_{\mu_{p+1}} B_{\mu_{p+2} \cdots \mu_n},$$  (8.3.3)

$$\mathcal{E}^{\nu_{p+2} \cdots \nu_n}_B = - \epsilon^{\mu_1 \cdots \mu_n} d_{\nu_{p+1}} A_{\mu_1 \cdots \mu_p}.$$  (8.3.4)

The corresponding Euler–Lagrange equations can be written in the form

$$dH B = 0, \quad dH A = 0.$$  (8.3.5)

They obey the Noether identities

$$d_H d_H B = 0, \quad d_H d_H A = 0.$$  (8.3.6)

One can regard the components $\mathcal{E}^{\mu_1 \cdots \mu_p}_A$ (8.3.3) and $\mathcal{E}^{\nu_{p+2} \cdots \nu_n}_B$ (8.3.4) of the Euler–Lagrange operator (8.3.2) as a $(\overset{p}{\wedge} T X) \otimes (\overset{q}{\wedge} T^* X)$-valued differential operator on the fibre bundle $\overset{p}{\wedge} T^* X$ and a $(\overset{q}{\wedge} T X) \otimes (\overset{n}{\wedge} T^* X)$-valued differential operator on the fibre bundle $\overset{n}{\wedge} T^* X$, respectively. They are of
the same type as the $n^{-1} TX$-valued differential operator (4.5.23) in Example 4.5.1 (cf. the equations (8.3.5) and (4.5.22)). Therefore, the analysis of the Noether identities of the differential operators (8.3.3) and (8.3.4) is a repetition of that of Noether identities of the operator (4.5.23) (cf. the Noether identities (8.3.6) and (4.5.28)).

Following Example 4.5.1, let us consider the family of vector bundles

$$E_k = \mathbb{R} \times X,$$

$$E_k = \mathbb{R} \times X,$$}

$$0 \leq k < p - 1,$$

$$E_{q-1} = X \times \mathbb{R}.$$}

Let us enlarge the differential graded algebra $O^\infty Y$ to the differential bi-graded algebra $P^\infty \{ q - 1 \}$ (4.2.2) which is

$$P^\infty \{ q - 1 \} = P^\infty \{ Y \oplus E_0 \oplus \cdots \oplus E_{q-1} \oplus \overline{E}_0 \oplus \cdots \oplus \overline{E}_{q-1} \}.$$}

It possesses the local generating basis

$$\{ A_{\mu_1 \ldots \mu_p}, B_{\nu_1 \ldots \nu_q}, e_{\mu_2 \ldots \mu_p}, \ldots, e_{\mu_k}, \xi_{\nu_2 \ldots \nu_q}, \ldots, \xi_{\nu_k}, \xi, \xi^{\nu_2 \ldots \nu_q}, \ldots, \xi^{\nu_k}, \xi \}$$

of Grassmann parity

$$[e_{\mu_k \ldots \mu_p}] = \xi_{\nu_k \ldots \nu_q} = (k + 1) \text{mod} \ 2, \quad [e] = p \text{mod} \ 2, \quad [\xi] = 0, \quad [\xi] = 1,$$

of antifield number

$$\text{gh}[e_{\mu_k \ldots \mu_p}] = \text{gh}[\xi_{\nu_k \ldots \nu_q}] = k, \quad \text{gh}[e] = p + 1, \quad \text{gh}[\xi] = q + 1,$$

and of antifield number

$$\text{Ant}[A^{\mu_1 \ldots \mu_p}] = \text{Ant}[B^{\nu_1 \ldots \nu_q}] = 1, \quad \text{Ant}[e^{\mu_k \ldots \mu_p}] = \text{Ant}[\xi^{\nu_k \ldots \nu_q}] = k + 1, \quad \text{Ant}[\xi] = p, \quad \text{Ant}[\xi] = q.$$}

One can show that the homology regularity condition holds (see Lemma 4.5.5) and that the differential bigraded algebra $P^\infty \{ q - 1 \}$ is endowed with
the Koszul–Tate operator

$$\delta_{\text{KT}} = \frac{\partial}{\partial A^1\ldots^p} \epsilon^{A_1\ldots^p} + \frac{\partial}{\partial B^1\ldots^q} \epsilon^{B^1\ldots^q} + \sum_{2 \leq k \leq p} \frac{\partial}{\partial \mu_k\ldots^p} \Delta^{\mu_k\ldots^p} + \frac{\partial}{\partial \nu_k\ldots^q} d_{\mu_k} \tau_{^p} +$$

$$\sum_{2 \leq k \leq q} \frac{\partial}{\partial \nu_k\ldots^q} \Delta^{\nu_k\ldots^q} + \frac{\partial}{\partial \xi_k\ldots^q} d_{\nu_k} \xi_k,$$

(8.3.8)

$$\Delta^{A_{k+1}\ldots^p} = d_{\mu_1} \overline{A}^{1\ldots^p}, \quad \Delta^{B_{k+1}\ldots^q} = d_{\nu_1} \overline{B}^{1\ldots^q}, \quad \Delta^{A_{k+1}\ldots^p} = d_{\nu_k} \overline{B}^{1\ldots^q}, \quad \Delta^{B_{k+1}\ldots^q} = d_{\nu_k} \overline{A}^{1\ldots^p}, \quad 2 \leq k < p,$$

(8.3.9)

Its nilpotency provides the complete Noether identities (8.3.5):

$$d_{\mu_1} \epsilon^{A_{k+1}\ldots^p} = 0, \quad d_{\nu_k} \epsilon^{B_{k+1}\ldots^q} = 0,$$

and the (k – 1)-stage ones

$$d_{\mu_k} \epsilon^{A_{k+1}\ldots^p} = 0, \quad k = 2, \ldots, p,$$

$$d_{\nu_k} \epsilon^{B_{k+1}\ldots^q} = 0, \quad k = 2, \ldots, q,$$

(cf. (4.5.30)). It follows that the topological BF theory is (q – 1)-reducible.

Applying inverse second Noether Theorem 4.2.1, one obtains the gauge operator (4.2.8) which reads

$$u = d_{\mu_1} \epsilon^{\mu_2\ldots^p} \frac{\partial}{\partial A^{\mu_2\ldots^p}} + d_{\nu_1} \epsilon^{\nu_2\ldots^q} \frac{\partial}{\partial B^{\nu_2\ldots^q}} +$$

$$\left[ d_{\mu_2} \epsilon^{\mu_3\ldots^p} \frac{\partial}{\partial \mu_3\ldots^p} + \cdots + d_{\mu_p} \epsilon^{\mu_{p+1}\ldots^p} \frac{\partial}{\partial \mu_{p+1}\ldots^p} + \right]$$

$$\left[ d_{\nu_2} \epsilon^{\nu_3\ldots^q} \frac{\partial}{\partial \nu_3\ldots^q} + \cdots + d_{\nu_q} \epsilon^{\nu_{p+1}\ldots^q} \frac{\partial}{\partial \nu_{p+1}\ldots^q} \right].$$

In particular, the gauge symmetry of the Lagrangian $L_{\text{BF}}$ (8.3.1) is

$$u = d_{\mu_1} \epsilon^{\mu_2\ldots^p} \frac{\partial}{\partial A^{\mu_2\ldots^p}} + d_{\nu_1} \epsilon^{\nu_2\ldots^q} \frac{\partial}{\partial B^{\nu_2\ldots^q}}.$$

This gauge symmetry is Abelian. It also is readily observed that higher-stage gauge symmetries are independent of original fields. Consequently, topological BF theory is Abelian, and its gauge operator $u$ (8.3.10) is nilpotent. Thus, it is the BRST operator $b = u$. As a result, the Lagrangian $L_{\text{BF}}$ is extended to the proper solution of the master equation $L_E = L_c$ (4.2.9) which reads

$$L_c = L_{\text{BF}} + \epsilon^{\mu_2\ldots^p} d_{\mu_1} \overline{A}^{1\ldots^p} + \sum_{1 < k < p} \epsilon^{\mu_{k+1}\ldots^p} d_{\mu_k} \overline{\tau}^{\mu_k\ldots^p} + \epsilon d_{\mu_p} \tau_{^p} +$$

$$\xi_{\nu_2\ldots^q} d_{\nu_1} \overline{B}^{1\ldots^q} + \sum_{1 < k < q} \xi_{\nu_{k+1}\ldots^q} d_{\nu_k} \overline{\xi}^{\nu_{k+1}\ldots^q} + \xi d_{\nu_q} \overline{\xi}. $$
8.4 Lagrangian theory of submanifolds

Jets of sections of fibre bundles are particular jets of submanifolds. Namely, a space of jets of submanifolds admits a cover by charts of jets of sections [53; 96; 117]. Three-velocities in relativistic mechanics exemplify first order jets of submanifolds [111; 137]. A problem is that differential forms on jets of submanifolds fail to constitute a variational bicomplex because horizontal forms (e.g., Lagrangians) are not preserved under coordinate transformations.

We consider $n$-dimensional submanifolds of an $m$-dimensional smooth real manifold $Z$, and associate to them sections of the trivial fibre bundle

$$
\pi : Z_Q = Q \times Z \to Q,
$$

(8.4.1)

where $Q$ is some $n$-dimensional manifold. Here, we restrict our consideration to first order jets of submanifolds, and state their relation to jets of sections of the fibre bundle (8.4.1). This relation fails to be one-to-one correspondence. The ambiguity contains, e.g., diffeomorphisms of $Q$. Then Lagrangian formalism on a fibre bundle $Z_Q \to Q$ is developed in a standard way, but a Lagrangian is required to be variationally invariant under the above mentioned diffeomorphisms of $Q$. This invariance however leads to rather restrictive Noether identities (8.4.27). If a Lagrangian is independent of a metric on $Q$, it is a topological field Lagrangian. For instance, this is the case of the Nambu–Goto Lagrangian (8.4.28) of classical string theory [73; 124].

Given an $m$-dimensional smooth real manifold $Z$, a $k$-order jet of $n$-dimensional submanifolds of $Z$ at a point $z \in Z$ is defined as an equivalence class $j^k_z S$ of $n$-dimensional imbedded submanifolds of $Z$ through $z$ which are tangent to each other at $z$ with order $k \geq 0$. Namely, two submanifolds

$$
i_S : S \to Z, \quad i_{S'} : S' \to Z
$$

through a point $z \in Z$ belong to the same equivalence class $j^k_z S$ if and only if the images of the $k$-tangent morphisms

$$
T^k i_S : T^k S \to T^k Z, \quad T^k i_{S'} : T^k S' \to T^k Z
$$

coincide with each other. The set

$$
J^k_n Z = \bigcup_{z \in Z} j^k_z S
$$

of $k$-order jets of submanifolds is a finite-dimensional real smooth manifold, called the $k$-order jet manifold of submanifolds. For the sake of convenience,
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let us denote $J^0_n Z = Z$. If $k > 0$, let $Y \to X$ be an $m$-dimensional fibre bundle over an $n$-dimensional base $X$ and $J^k Y$ the $k$-order jet manifold of sections of $Y \to X$. Given an imbedding $\Phi : Y \to Z$, there is the natural injection

$$J^k \Phi : J^k Y \to J^k_n Z,$$

$$j^k_x s \to [\Phi \circ s]^{j^k}_x \Phi(\Phi^{-1}(z)),$$

where $s$ are sections of $Y \to X$. This injection defines a chart on $J^k_n Z$. These charts provide a manifold atlas of $J^k_n Z$.

Let us restrict our consideration to first order jets of submanifolds. There is obvious one-to-one correspondence

$$\zeta : j^1_x S \to V_{J^1_x S} \subset T_x Z$$

between the jets $j^1_x S$ at a point $z \in Z$ and the $n$-dimensional vector subspaces of the tangent space $T_x Z$ of $Z$ at $z$. It follows that $J^1_n Z$ is a fibre bundle

$$\rho : J^1_n Z \to Z$$

in Grassmann manifolds. This fibre bundle possesses the following coordinate atlas.

Let $\{(U; z^A)\}$ be a coordinate atlas of $Z$. Though $J^0_m Z = Z$, let us provide $J^0_n Z$ with the atlas obtained by replacing every chart $(U, z^A)$ of $Z$ with the

$$\binom{m}{n} = \frac{m!}{n!(m-n)!}$$

charts on $U$ which correspond to different partitions of $(z^A)$ in collections of $n$ and $m-n$ coordinates

$$(U; x^a, y^i), \quad a = 1, \ldots, n, \quad i = 1, \ldots, m-n. \quad (8.4.4)$$

The transition functions between the coordinate charts (8.4.4) of $J^0_n Z$ associated with a coordinate chart $(U, z^A)$ of $Z$ are reduced to exchange between coordinates $x^a$ and $y^i$. Transition functions between arbitrary coordinate charts of the manifold $J^0_n Z$ take the form

$$x'^a = x'^a(x^b, y^k), \quad y'^i = y'^i(x^b, y^k). \quad (8.4.5)$$

Given an atlas of coordinate charts (8.4.4) – (8.4.5) of the manifold $J^0_n Z$, the first order jet manifold $J^1_n Z$ is endowed with the coordinate charts

$$(\rho^{-1}(U) = U \times \mathbb{R}^{(m-n)n}; x^a, y^i, y^i_a), \quad (8.4.6)$$
possessing the following transition functions. With respect to the coordinates (8.4.6) on the jet manifold $J^1_n Z$ and the induced fibre coordinates $(\tilde{x}^a, \tilde{y}^i)$ on the tangent bundle $TZ$, the above mentioned correspondence $\zeta$ (8.4.2) reads

$$\zeta : (y_a^i) \rightarrow \tilde{x}^a(\partial_a + y_a^b(j^1_a S)\partial_i).$$

It implies the relations

$$y'_a^i = \frac{\partial y'^j_k}{\partial y^k} y'_a^j + \frac{\partial y'^j_k}{\partial x^a} y'_a^i + \frac{\partial x^b}{\partial x^a} + y_a^b \frac{\partial x^c}{\partial y^k} y'_k^b,$$

which jet coordinates $y_a^i$ must satisfy under coordinate transformations (8.4.5). Let us consider a non-degenerate $n \times n$ matrix $M$ with the entries

$$M^c_b = \frac{\partial x^c}{\partial y^k} y'_k^b + \frac{\partial x^c}{\partial x^b}.$$

Then the relations (8.4.8) lead to the equalities

$$\left(\frac{\partial x^b}{\partial y^k} y'_k^a + \frac{\partial x^b}{\partial x^a}\right) = (M^{-1})^b_a.$$

Hence, we obtain the transformation law of first order jet coordinates

$$y'_a^i = \left(\frac{\partial y'^j_k}{\partial y^k} y'_k^b + \frac{\partial y'^j_k}{\partial x^a} y'_a^i \right)(M^{-1})^b_a.$$  

(8.4.9)

In particular, if coordinate transition functions $x^a$ (8.4.5) are independent of coordinates $y^k$, the transformation law (8.4.9) comes to the familiar transformations of jets of sections.

A glance at the transformations (8.4.9) shows that, in contrast with the fibre bundle of jets of sections, the fibre bundle (8.4.3) is not affine. In particular, one generalizes the notion of a connection on fibre bundles and treats global sections of the jet bundle (8.4.3) as preconnections [117]. However, a global section of this bundle need not exist [147].

Given a coordinate chart (8.4.6) of $J^1_n Z$, one can regard $\rho^{-1}(U) \subset J^1_n Z$ as the first order jet manifold $J^1 U$ of sections of the fibre bundle

$$U \ni (x^a, y^i) \rightarrow (x^a) \in U_X.$$

The graded differential algebra $\mathcal{O}^*(\rho^{-1}(U))$ of exterior forms on $\rho^{-1}(U)$ is generated by horizontal forms $dx^a$ and contact forms $dy^i - y_i^a dx^a$. Coordinate transformations (8.4.5) and (8.4.9) preserve the ideal of contact forms,
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but horizontal forms are not transformed into horizontal forms, unless coordinate transition functions \( x^a (8.4.5) \) are independent of coordinates \( y^k \). Therefore, one can develop first order Lagrangian formalism with a Lagrangian \( L = \mathcal{L} dx^a \) on a coordinate chart \( \rho^{-1}(U) \), but this Lagrangian fails to be globally defined on \( J^1 \).

In order to overcome this difficulty, let us consider the trivial fibre bundle \( Z_Q \rightarrow Q \) (8.4.1) whose trivialization throughout holds fixed. This fibre bundle is provided with an atlas of coordinate charts \( (U_Q \times \rho^{-1}(U); q^a, x^a, y^i) \), (8.4.10)

where \((U; x^a, y^i)\) are the above mentioned coordinate charts (8.4.4) of the manifold \( J^0 \). The coordinate charts (8.4.10) possess transition functions

\[
q^a = q^a(q^n), \quad x^a = x^a(x^b, y^k), \quad y^i = y^i(x^b, y^k).
\]

Let \( J^1 Z_Q \) be the first order jet manifold of the fibre bundle (8.4.1). Since the trivialization (8.4.1) is fixed, it is a vector bundle

\[
\pi^1 : J^1 Z_Q \rightarrow Z_Q
\]

isomorphic to the tensor product

\[
J^1 Z_Q = T^* Q \otimes \mathcal{T} Z
\]

of the cotangent bundle \( T^* Q \) of \( Q \) and the tangent bundle \( T Z \) of \( Z \) over \( Z_Q \).

Given the coordinate atlas (8.4.10) - (8.4.11) of \( Z_Q \), the jet manifold \( J^1 Z_Q \) is endowed with the coordinate charts

\[
((\pi^1)^{-1}(U_Q \times U) = U_Q \times U \times \mathbb{R}^{mn}; q^a, x^a, x^a, y^i, y^i),
\]

(8.4.13)

possessing transition functions

\[
x^a = (\frac{\partial x^n}{\partial q^a} y^b + \frac{\partial x^n}{\partial x^b} x^b) \frac{\partial q^a}{\partial q^n}, \quad y^i = (\frac{\partial y^i}{\partial q^a} y^b + \frac{\partial y^i}{\partial x^b} x^b) \frac{\partial q^a}{\partial q^n}.
\]

(8.4.14)

Relative to coordinates (8.4.13), the isomorphism (8.4.12) takes the form

\[
(x^a, y^i) \rightarrow dq^a \otimes (x^a, y^i, \partial b, \partial i).
\]

Obviously, a jet \((q^a, x^a, y^i, x^a, y^i)\) of sections of the fibre bundle (8.4.1) defines some jet of \( n \)-dimensional subbundles of the manifold \( \{q\} \times Z \) through a point \((x^a, y^i) \in Z \) if an \( m \times n \) matrix with the entries \( x^a, y^i \) is of maximal rank \( n \). This property is preserved under the coordinate transformations (8.4.14). An element of \( J^1 Z_Q \) is called regular if it possesses this property. Regular elements constitute an open subbundle of the jet bundle \( J^1 Z_Q \rightarrow Z_Q \).
Since regular elements of $J^1 Z_Q$ characterize jets of submanifolds of $Z$, one hopes to describe the dynamics of submanifolds of a manifold $Z$ as that of sections of the fibre bundle (8.4.1). For this purpose, let us refine the relation between elements of the jet manifolds $J^1 Z$ and $J^1 Z_Q$.

Let us consider the manifold product $Q \times J^1 Z$. It is a fibre bundle over $Z_Q$. Given a coordinate atlas (8.4.10) - (8.4.11) of $Z_Q$, this product is endowed with the coordinate charts
\[
(U_Q \times \Phi^{-1}(U) = U_Q \times U \times \mathbb{R}^{(m-n)n}; q^i, x^a, y^i, y'_i),
\]
possessing transition functions (8.4.9). Let us assign to an element $(q^i, x^a, y^i, y'_i)$ of the jet manifold $J^1 Z$ its coordinates on the product $Q \times J^1 Z_Q$. Thus, one can associate:
\[
\zeta: (q^n, x^{a}, y^{i}, y'_{i}) \rightarrow \{(q^n, x^{a}, y^{i}, x^{\mu}_{a}, y'_{\mu})\mid y_{a} x^{\mu}_{a} = y'_{\mu}\},
\]
to each element of the manifold $Q \times J^1 Z_Q$ an $n^2$-dimensional vector space in the jet manifold $J^1 Z_Q$. This is a subspace of elements
\[
x^{\mu}_{a} dq^{\mu} \otimes (\partial_{a} + y'_{i} \partial_{i})
\]
of a fibre of the tensor bundle (8.4.12) at a point $(q^n, x^{a}, y^{i})$. This subspace always contains regular elements, e.g., whose coordinates $x^{\mu}_{a}$ form a non-degenerate $n \times n$ matrix.

Conversely, given a regular element $j_{1}^s$ of $J^1 Z_Q$, there is a coordinate chart (8.4.13) such that coordinates $x^{\mu}_{a}$ of $j_{1}^s$ constitute a non-degenerate matrix, and $j_{1}^s$ defines a unique element of $Q \times J^1 Z_Q$ by the relations
\[
y_{a} = y_{a}'(x^{-1})^{\mu}_{a}.
\]

Thus, we have shown the following. Let $(q^n, z^A)$ further be arbitrary coordinates on the product $Z_Q$ (8.4.1) and $(q^n, z^A, z_{\mu}^A)$ the corresponding
coordinates on the jet manifold $J^1Z_Q$. In these coordinates, an element of $J^1Z_Q$ is regular if an $m \times n$ matrix with the entries $z^A_\mu$ is of maximal rank $n$.

**Theorem 8.4.1.** (i) Any jet of submanifolds through a point $z \in Z$ defines some (but not unique) jet of sections of the fibre bundle $Z_Q$ (8.4.1) through a point $q \times z$ for any $q \in Q$ in accordance with the relations (8.4.16).

(ii) Any regular element of $J^1Z_Q$ defines a unique element of the jet manifold $J^1nZ_Q$ by means of the relations (8.4.18). However, non-regular elements of $J^1Z_Q$ can correspond to different jets of submanifolds.

(iii) Two elements $(q^\mu, z^A, z^A_\mu)$ and $(q'^\mu, z^A, z'^A_\mu)$ of $J^1Z_Q$ correspond to the same jet of submanifolds if

$$z'^A_\mu = M^\nu_{\mu} z^A_\nu,$$

where $M$ is some matrix, e.g., it comes from a diffeomorphism of $Q$.

Based on this result, we can describe the dynamics of $n$-dimensional submanifolds of a manifold $Z$ as that of sections of the fibre bundle $Z_Q$ (8.4.1) for some $n$-dimensional manifold $Q$.

Let $Z_Q$ be a fibre bundle (8.4.1) coordinated by $(q^\mu, z^A)$ with transition functions $q'^\mu(q^\nu)$ and $z'^A(z^B)$. Then the first order jet manifold $J^1Z_Q$ of this fibre bundle is provided with coordinates $(q^\mu, z^A, z^A_\mu)$ possessing transition functions

$$z'^A_\mu = \frac{\partial z'^A_\mu}{\partial z^A_\nu} z^A_\nu.$$

Let

$$L = \mathcal{L}(z^A, z^A_\mu) \omega$$

be a first order Lagrangian on the jet manifold $J^1Z_Q$. The corresponding Euler–Lagrange operator (2.4.2) reads

$$\delta L = \mathcal{E}_A dz^A \land \omega, \quad \mathcal{E}_A = \partial_A \mathcal{L} - d_\mu \partial^\mu_A \mathcal{L}.$$  (8.4.20)

It yields the Euler–Lagrange equations

$$\mathcal{E}_A = \partial_A \mathcal{L} - d_\mu \partial^\mu_A \mathcal{L} = 0.$$  (8.4.21)

Let

$$u = u^\mu \partial_\mu + u^A \partial_A$$

be a vector field on $Z_Q$. Its jet prolongation (1.2.8) onto $J^1Z_Q$ reads

$$J^1u = u^\mu \partial_\mu + u^A \partial_A + (d_\mu u^A - z^A_\mu d_\mu u^\nu) \partial^\mu_A.$$  (8.4.22)
It admits the vertical splitting (2.4.26):
\[ J^1 u = u_H + u_V = u^\mu d_\mu + [(u^A - u^\nu z^A_\nu) \partial_A + d_\mu (u^A - z^A_\nu u^\nu) \partial_A^\mu]. \] (8.4.23)

The Lie derivative \( L_u L \) of a Lagrangian \( L \) along a vector field \( u \) obeys the first variational formula (2.4.28):
\[ L_u L = u_V \delta L + d_H (h_0 (u) H_L) = ((u^A - u^\mu z^A_\mu) E_A - d_\mu (u^\nu z^A_\nu)) \omega, \] (8.4.24)
where
\[ H_L = L + \partial_\mu A L \theta_A^\mu \wedge \omega, \]
is the Poincaré–Cartan form (2.4.12) and
\[ J = J^\mu \omega_\mu = (\partial_\mu A (u^\nu z^A_\nu - u^A) - u^\mu L) \omega_\mu \] (8.4.25)
is the symmetry current (2.4.31) along a vector field \( u \).

For instance, let us consider a vector field \( u = u^\mu \partial_\mu \) on \( Q \). Since \( Z_Q \to Q \) is a trivial bundle, this vector field gives rise to a vector field \( u = u^\mu \partial_\mu \) on \( Z_Q \). Its jet prolongation (8.4.22) onto \( J^1 Z_Q \) reads
\[ u = u^\mu \partial_\mu - z^A_\nu \partial_\mu u^\nu \partial_A^\mu = u^\mu d_\mu + [ - u^\nu z^A_\nu \partial_A - d_\mu (u^\nu z^A_\nu) \partial_A^\mu]. \] (8.4.26)
One can regard it as a generalized vector field depending on parameter functions \( u^\mu(q^\nu) \). In accordance with Theorem 8.4.1, it seems reasonable to require that, in order to describe jets of submanifolds of \( Z \), a Lagrangian \( L \) on \( J^1 Z_Q \) is independent of coordinates of \( Q \) and it possesses the gauge symmetry \( J^1 u \) (8.4.26) or, equivalently, its vertical part
\[ u_V = - u^\nu z^A_\nu \partial_A - d_\mu (u^\nu z^A_\nu) \partial_A^\mu. \]
Then the variational derivatives of this Lagrangian obey irreducible Noether identities
\[ z^A_\nu E_A = 0 \] (8.4.27)
(see the relations (2.3.6) – (2.3.7)). These Noether identities are rather restrictive.

For instance, let \( Z \) be a locally affine manifold, i.e., a toroidal cylinder \( R^{m-k} \times T^k \). Its tangent bundle can be provided with a constant non-degenerate fiber metric \( \eta_{AB} \). Let \( Q \) be a two-dimensional manifold. Let us consider the \( 2 \times 2 \) matrix with the entries
\[ h_{\mu\nu} = \eta_{AB} z^A_1 z^B_1 \]
Then its determinant provides a Lagrangian
\[ L = (\det h)^{1/2} d^2 q = ([\eta_{AB} z^A_1 z^B_1] [\eta_{AB} z^A_2 z^B_2] - [\eta_{AB} z^A_1 z^B_2]^2)^{1/2} d^2 q \] (8.4.28)
on the jet manifold \( J^1 Z_Q \) (8.4.12). This is the well known Nambu–Goto Lagrangian of classical string theory [73; 124]. It satisfies the Nother identities (8.4.27). This Lagrangian is independent of a metric on \( Q \) and, therefore, is a topological field Lagrangian.
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Covariant Hamiltonian field theory

Applied to field theory, the familiar symplectic Hamiltonian technique takes the form of instantaneous Hamiltonian formalism on an infinite-dimensional phase space, where canonical coordinates are field functions at some instant of time [66]. The true Hamiltonian counterpart of classical first order Lagrangian field theory on a fibre bundle $Y \to X$ is covariant Hamiltonian formalism, where canonical momenta $p^i_\mu$ correspond to derivatives $y^i_\mu$ of field variables $y^i$ with respect to all world coordinates $x^\mu$. This formalism has been vigorously developed since 1970s in the Hamilton – De Donder, polysymplectic, multisymplectic and $k$-symplectic variants [25; 26; 36; 53; 54; 72; 90; 101; 105; 106; 113; 128; 133; 134]. If $X = \mathbb{R}$, this is the case of Hamiltonian non-relativistic time-dependent mechanics [60; 111; 137].

We follow polysymplectic Hamiltonian formalism of field theory where the Legendre bundle $\Pi$ (2.4.7) plays the role of a momentum phase space of fields [53; 54; 134]. This formalism is equivalent to Lagrangian formalism in the case of hyperregular Lagrangians. However, a non-regular Lagrangian leads to constraints and requires a set of associated Hamiltonians in order to exhaust all solutions of the Euler–Lagrange equation. Moreover, the covariant Hamiltonian formulation of a non-regular Lagrangian field system contains additional gauge symmetries that is important for quantization.

9.1 Polysymplectic Hamiltonian formalism

Given a fibre bundle $Y \to X$, let

$$
\pi_{YX} = \pi \circ \pi_{YV} : \Pi \to Y \to X
$$
be the Legendre bundle (2.4.7) endowed with the holonomic coordinates \((x^\lambda, y^i, p^\lambda_i)\). There is the canonical bundle monomorphism
\[
\Theta_Y : \Pi \overset{\gamma}{\longrightarrow} T^*Y \otimes TX,
\]
\[
\Theta_Y = p^\lambda_i dy^i \otimes \omega \otimes \partial_\lambda,
\]
called the tangent-valued Liouville form on \(\Pi\). It should be emphasized that the exterior differential \(d\) can not be applied to the tangent-valued form (9.1.1). At the same time, there is a unique \(TX\)-valued \((n + 2)\)-form
\[
\Omega_Y = d\omega \otimes p^\lambda_i dy^i \otimes \partial_\lambda
\]
on \(\Pi\) such that the relation
\[
\Omega_Y \lrcorner \phi = d(\Theta_Y \lrcorner \phi)
\]
holds for an arbitrary exterior one-form \(\phi\) on \(X\). This form is called the polysymplectic form. The Legendre bundle \(\Pi\) endowed with the polysymplectic form (9.1.2) is said to be the polysymplectic manifold.

Let \(J^1\Pi\) be the first order jet manifold of the fibre bundle \(\Pi \rightarrow X\). It is equipped with the adapted coordinates
\[
(x^\lambda, y^i, p^\lambda_i, y^\mu_i, p^\lambda_{\mu i}).
\]
A connection
\[
\gamma = dx^\lambda \otimes (\partial_\lambda + \gamma^j_\lambda \partial_\lambda + \gamma^\mu_\lambda \partial_\mu)
\]
on \(\Pi \rightarrow X\) is called a Hamiltonian connection if the exterior form \(\gamma \lrcorner \Omega_Y\) is closed. Components of a Hamiltonian connection satisfy the conditions
\[
\partial_\lambda \gamma^j_\mu - \partial_\mu \gamma^j_\lambda = 0,
\]
\[
\partial_\lambda \gamma^\mu_\lambda - \partial_\mu \gamma^\mu_\lambda = 0,
\]
\[
\partial_j \gamma^\lambda_\lambda + \partial_\lambda \gamma^\lambda_\mu = 0.
\]
If the form \(\gamma \lrcorner \Omega_Y\) is closed, there is a contractible neighbourhood \(U\) of each point of \(\Pi\) where the local form \(\gamma \lrcorner \Omega_Y\) is exact, i.e.,
\[
\gamma \lrcorner \Omega_Y = dH = dp^\lambda_i \otimes dy^i \otimes \omega_\lambda - (\gamma^\lambda_\lambda dp^\lambda_i - \gamma^\lambda_i dy^i) \otimes \omega
\]
on \(U\). It is readily observed that, by virtue of the conditions (9.1.4), the second term in the right-hand side of this equality also is an exact form on \(U\). In accordance with the relative Poincaré lemma (see Remark 10.10.1), this term can be brought into the form \(d\mathcal{H} \otimes \omega\) where \(\mathcal{H}\) is a local function on \(U\). Then the form \(\mathcal{H}\) in the expression (9.1.5) reads
\[
\mathcal{H} = p^\lambda_i dy^i \otimes \omega_\lambda - \mathcal{H} \omega.
\]
9.1. Polysymplectic Hamiltonian formalism

Let us consider the homogeneous Legendre bundle $Z_Y$ (2.4.13) and the affine bundle $Z_Y \to \Pi$ (2.4.16). This affine bundle is modelled over the pull-back vector bundle

$$\Pi \times_X \wedge^n T^\ast X \to \Pi$$

in accordance with the exact sequence

$$0 \longrightarrow \Pi \times_X \wedge^n T^\ast X \longrightarrow Z_Y \longrightarrow \Pi \longrightarrow 0.$$  \hspace{1cm} (9.1.7)

The homogeneous Legendre bundle $Z_Y$ is provided with the canonical multisymplectic Liouville form $\Xi_Y$ (2.4.23). Its exterior differential $d\Xi_Y$ is the multisymplectic form.

Let $h = -H \omega$ be a section the affine bundle $Z_Y \to \Pi$ (2.4.16). A glance at the transformation law (2.4.15) shows that it is not a density. By analogy with Hamiltonian time-dependent mechanics [111; 137], $-h$ is said to be the covariant Hamiltonian of covariant Hamiltonian field theory. It defines the pull-back

$$H = h^\ast \Xi_Y = p_i^l dy^i \wedge \omega^l - H \omega$$  \hspace{1cm} (9.1.8)

of the multisymplectic Liouville form $\Xi_Y$ onto the Legendre bundle $\Pi$ which is called the Hamiltonian form on $\Pi$.

The following is a straightforward corollary of this definition.

**Theorem 9.1.1.** (i) Hamiltonian forms constitute a non-empty affine space modelled over the linear space of horizontal densities $\tilde{H} = H_0 \omega$ on $\Pi \to X$.

(ii) Every connection $\Gamma$ on the fibre bundle $Y \to X$ yields the splitting (1.3.8) of the exact sequence (9.1.7) and defines the Hamiltonian form

$$H_\Gamma = \Gamma^\ast \Xi_Y = p_i^l dy^i \wedge \omega^l - p_i^l \Gamma^l_\lambda \omega.$$  \hspace{1cm} (9.1.9)

(iii) Given a connection $\Gamma$ on $Y \to X$, every Hamiltonian form $H$ admits the decomposition

$$H = H_\Gamma - \tilde{H}_\Gamma = p_i^l dy^i \wedge \omega^l - p_i^l \Gamma^l_\lambda \omega - \tilde{H}_\Gamma \omega.$$  \hspace{1cm} (9.1.10)

**Remark 9.1.1.** In multisymplectic formalism of field theory, the homogeneous Legendre bundle $Z_Y$ (2.4.13) plays the role of a momentum phase space of fields. From the mathematical viewpoint, multisymplectic formalism is more convenient than the polysymplectic one, because the multisymplectic form $d\Xi_Y$ unlike the polysymplectic one $\Omega_Y$ (9.1.2) is an exterior form. However, multisymplectic formalism involves an additional non-field
variable \( p \). If \( X = \mathbb{R} \), the polysymplectic and multisymplectic Hamiltonian formalisms come to Hamiltonian and homogeneous Hamiltonian formalisms of non-relativistic time-dependent mechanics on momentum phase spaces \( V^*Y \) and \( T^*Y \), respectively. In this case, the multisymplectic form \( d\Xi_Y \) is exactly the canonical symplectic form on the cotangent bundle \( T^*Y \) of \( Y \) [111; 137].

One can generalize item (ii) of Theorem 9.1.1 as follows. We agree to call any bundle morphism

\[
\Phi = dx^\lambda \otimes (\partial_\lambda + \Phi^A_\lambda \partial_A) : \Pi \to J^1Y
\]

(9.1.11)

over \( Y \) the Hamiltonian map. In particular, let \( \Gamma \) be a connection on \( Y \to X \). Then the composition

\[
\hat{\Gamma} = \Gamma \circ \pi_{HY} = dx^\lambda \otimes (\partial_\lambda + \Gamma^A_\lambda \partial_A) : \Pi \to Y \to J^1Y
\]

(9.1.12)

is a Hamiltonian map.

**Theorem 9.1.2.** Every Hamiltonian map (9.1.11) defines the Hamiltonian form

\[
H_\Phi = -\Phi|\Theta = p^\lambda_i dy^i \wedge \omega_\lambda - p^\lambda_i \Phi^A_\lambda \omega.
\]

(9.1.13)

**Proof.** Given an arbitrary connection \( \Gamma \) on a fibre bundle \( Y \to X \), the corresponding Hamiltonian map (9.1.12) defines the form \(-\hat{\Gamma}|\Theta\) which is exactly the Hamiltonian form \( H_\Gamma \) (9.1.9). Since \( \Phi - \hat{\Gamma} \) is a \( VY \)-valued basic one-form on \( \Pi \to X \), \( H_\Phi - H_\Gamma \) is a horizontal density on \( \Pi \). Then the result follows from item (i) of Theorem 9.1.1.

**Theorem 9.1.3.** Every Hamiltonian form \( H \) (9.1.8) admits a Hamiltonian connection \( \gamma_H \) which obeys the condition

\[
\gamma_H|\Omega_Y = dH,
\]

(9.1.14)

\[
\gamma^\lambda_i = \partial^\lambda_i \mathcal{H}, \quad \gamma^\lambda_A = -\partial_A \mathcal{H}.
\]

(9.1.15)

**Proof.** It is readily observed that the Hamiltonian form \( H \) (9.1.8) is the Poincaré–Cartan form (2.4.12) of the first order Lagrangian

\[
L_H = h_0(H) = (p^\lambda_i y^i_\lambda - \mathcal{H}) \omega
\]

(9.1.16)
on the jet manifold \( J^1\Pi \). The Euler–Lagrange operator (2.1.12) associated to this Lagrangian reads

\[
\mathcal{E}_H : J^1\Pi \to T^*\Pi \wedge (\wedge^n T^*X),
\]

\[
\mathcal{E}_H = [(y^i_\lambda - \partial^i_\lambda \mathcal{H}) dp^\lambda_i - (p^\lambda_i + \partial_i \mathcal{H}) dy^i] \wedge \omega.
\]

(9.1.17)
It is called the Hamilton operator for $H$. A glance at the expression (9.1.17) shows that this operator is an affine morphism over $\Pi$ of constant rank. It follows that its kernel

$$g^i_\lambda = \partial^i_\lambda H,$$  \hfill (9.1.18)  

$$p^*_\lambda = -\partial_i H$$  \hfill (9.1.19)  

is an affine closed imbedded subbundle of the jet bundle $J^1\Pi \to \Pi$. Therefore, it admits a global section $\gamma_H$ which is a first order (non-holonomic) Lagrangian connection for the Lagrangian $L_H$. This connection is a desired Hamiltonian connection obeying the relation (9.1.14). □

Remark 9.1.2. It follows from the expression (9.1.6) that, conversely, any Hamiltonian connection is locally associated to some Hamiltonian form.

Remark 9.1.3. In fact, the Lagrangian (9.1.16) is the pull-back onto $J^1\Pi$ of the form $L_H$ on the product $\Pi \times J^1Y$.

It should be emphasized that, if $\dim X > 1$, there is a set of Hamiltonian connections associated to the same Hamiltonian form $H$. They differ from each other in soldering forms $\sigma$ on $\Pi \to X$ which fulfill the equation $\sigma[\Omega_Y] = 0$. Every Hamiltonian form $H$ yields the Hamiltonian map

$$\hat{H} = J^1\pi_{HY} \circ \gamma_H : \Pi \to J^1\Pi \to J^1Y,$$  \hfill (9.1.20)  

which is the same for all Hamiltonian connections $\gamma_H$ associated to $H$.

Being a closed imbedded subbundle of the jet bundle $J^1\Pi \to X$, the kernel (9.1.18) – (9.1.19) of the Euler–Lagrange operator $\mathcal{E}_H$ (9.1.17) defines the Euler–Lagrange equation on $\Pi$ in accordance with Definition 1.6.1. It is a system of first order dynamic equations called the covariant Hamilton equations.

Every integral section

$$J^1r = \gamma_H \circ r$$

of a Hamiltonian connection $\gamma_H$ associated to a Hamiltonian form $H$ is obviously a solution of the covariant Hamilton equations (9.1.18) – (9.1.19). By virtue of Theorem 1.1.4, if $r : X \to \Pi$ is a global solution, there exists an extension of the local section

$$J^1r : r(X) \to \ker \mathcal{E}_H.$$
to a Hamiltonian connection $\gamma_H$ which has $r$ as an integral section. Substituting $J^1r$ in (9.1.20), we obtain the equality
\[ J^1(\pi_{HY} \circ r) = \hat{H} \circ r, \] (9.1.21)
which is equivalent to the covariant Hamilton equations (9.1.18) – (9.1.19).

**Remark 9.1.4.** Similarly to the Cartan equation (2.4.22), the covariant Hamilton equations (9.1.18) – (9.1.19) are equivalent to the condition
\[ r^*(u[dH]) = 0 \] (9.1.22)
for any vertical vector field $u$ on $\Pi \to X$.

### 9.2 Associated Hamiltonian and Lagrangian systems

Let us study the relations between first order Lagrangian and covariant Hamiltonian formalisms of field theory. We are based on the fact that any Lagrangian $L$ on a configuration space $J^1Y$ defines the morphism
\[ J^1\hat{L} : J^1Y \xrightarrow{Y} J^1\Pi, \]
\[ (p^i_\mu, y^i_\mu, p^j_\mu) \circ J^1\hat{L} = (\pi^i_\lambda, \hat{y}^i_\mu, \hat{d}_\mu \pi^i_\lambda), \]
\[ \hat{d}_\lambda = \partial_\lambda + \hat{y}^j_\lambda \partial_j + y^j_\lambda \partial_\mu, \]
and that any Hamiltonian form $H$ on a momentum phase space $\Pi$ yields the map
\[ J^1\hat{H} : J^1\Pi \xrightarrow{Y} J^1J^1Y, \]
\[ (y^i_\mu, \hat{y}^i_\lambda, y^j_\mu) \circ J^1\hat{H} = (\partial_\mu \mathcal{H}, y^i_\lambda, d_\lambda \partial_\mu \mathcal{H}), \]
\[ d_\lambda = \partial_\lambda + y^j_\lambda \partial_j + p^j_\lambda \partial_\mu. \]

Let us start with the case of a hyperregular Lagrangian $L$, i.e., when the Legendre map $\hat{L}$ is a diffeomorphism. Then $\hat{L}^{-1}$ is a Hamiltonian map. Let us consider the Hamiltonian form
\[ H = H_{\hat{L}^{-1}} + \hat{L}^{-1}L, \] (9.2.1)
\[ \mathcal{H} = p^\mu_i \hat{L}^{-1}_\mu - \mathcal{L}(x^\nu, y^j, \hat{L}^{-1}_\mu), \]
where $H_{\hat{L}^{-1}}$ is the Hamiltonian form (9.1.13) associated to the Hamiltonian map $\hat{L}^{-1}$. Let $s$ be a solution of the Euler–Lagrange equation (2.4.3) for the Lagrangian $L$. A direct computation shows that $\hat{L} \circ J^1s$ is a solution of the covariant Hamilton equations (9.1.18) – (9.1.19) for the Hamiltonian form
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$H$ (9.2.1). Conversely, if $r$ is a solution of the covariant Hamilton equations (9.1.18) – (9.1.19) for the Hamiltonian form $H$ (9.2.1), then $s = \pi_{HY} \circ r$ is a solution of the Euler–Lagrange equation (2.4.3) for $L$ (see the equality (9.1.21)). It follows that, in the case of hyperregular Lagrangians, covariant Hamiltonian formalism is equivalent to the Lagrangian one.

Let now $L$ be an arbitrary Lagrangian on a configuration space $J^1Y$. A Hamiltonian form $H$ is said to be associated with a Lagrangian $L$ if $H$ satisfies the relations

\begin{align}
\hat{L} \circ \hat{H} \circ \hat{L} &= \hat{L}, \\
H &= H_\Pi + \hat{H}^*L.
\end{align}

A glance at the relation (9.2.2) shows that $\hat{L} \circ \hat{H}$ is the projector $p_{\mu}^\nu(\pi) = \partial_{\mu}^\nu \mathcal{L}(x^\mu, y^i, \partial_j^\lambda \mathcal{H}(p)), \quad p \in N_L$, (9.2.4)

from $\Pi$ onto the Lagrangian constraint space $N_L = \hat{L}(J^1Y)$. Accordingly, $\hat{H} \circ \hat{L}$ is the projector from $J^1Y$ onto $\hat{H}(N_L)$. A Hamiltonian form is called weakly associated with a Lagrangian $L$ if the condition (9.2.3) holds on the Lagrangian constraint space $N_L$.

**Theorem 9.2.1.** If a Hamiltonian map $\Phi$ (9.1.11) obeys the relation

$$\hat{L} \circ \Phi \circ \hat{L} = \hat{L},$$

then the Hamiltonian form

$$H = H_\Phi + \Phi^*L$$

is weakly associated to the Lagrangian $L$. If $\Phi = \hat{H}$, then $H$ is associated to $L$.

**Theorem 9.2.2.** Any Hamiltonian form $H$ weakly associated to a Lagrangian $L$ fulfills the relation

$$H|_{N_L} = \hat{H}^*H_L|_{N_L},$$

where $H_L$ is the Poincaré–Cartan form (2.4.12).

**Proof.** The relation (9.2.3) takes the coordinate form

$$\mathcal{H}(p) = p_{\mu}^\nu \partial_\mu \mathcal{H} - \mathcal{L}(x^\mu, y^i, \partial_j^\lambda \mathcal{H}(p)), \quad p \in N_L.$$ (9.2.6)

Substituting (9.2.4) and (9.2.6) in (9.1.8), we obtain the relation (9.2.5).
The difference between associated and weakly associated Hamiltonian forms lies in the following. Let $H$ be an associated Hamiltonian form, i.e., the equality (9.2.6) holds everywhere on $\Pi$. Acting on this equality by the exterior differential, we obtain the relations

$$\partial_\mu H(p) = -(\partial_\mu L) \circ \hat{H}(p), \quad p \in N_L,$$

$$\partial_i H(p) = -(\partial_i L) \circ \hat{H}(p), \quad p \in N_L,$$ (9.2.7)

$$\left(p^\mu_i - (\partial^\mu_i L)(x^\mu, y^i, \partial_j \lambda H)\right) \partial_\mu \partial_\alpha H = 0.$$ (9.2.8)

The relation (9.2.8) shows that the associated Hamiltonian form (i.e., the Hamiltonian map $\hat{H}$) is not regular outside the Lagrangian constraint space $N_L$. For instance, any Hamiltonian form is weakly associated to the Lagrangian $L = 0$, while the associated Hamiltonian forms are only $H_\Gamma$ (9.1.9).

In particular, a hyperregular Lagrangian has a unique weakly associated Hamiltonian form (9.2.1). In the case of a regular Lagrangian $L$, the Lagrangian constraint space $N_L$ is an open subbundle of the vector Legendre bundle $\Pi \rightarrow Y$. If $N_L \neq \Pi$, a weakly associated Hamiltonian form fails to be defined everywhere on $\Pi$ in general. At the same time, $N_L$ itself can be provided with the pull-back polysymplectic structure with respect to the imbedding $N_L \rightarrow \Pi$, so that one may consider Hamiltonian forms on $N_L$.

One can say something more in the case of semiregular Lagrangians (see Definition 2.4.1).

**Lemma 9.2.1.** The Poincaré–Cartan form $H_L$ for a semiregular Lagrangian $L$ is constant on the connected inverse image $\hat{L}^{-1}(p)$ of any point $p \in N_L$.

**Proof.** Let $u$ be a vertical vector field on the affine jet bundle $J^1 Y \rightarrow Y$ which takes its values into the kernel of the tangent map $T \hat{L}$ to $\hat{L}$. Then $L_u H_L = 0$. □

A corollary of Lemma 9.2.1 is the following.

**Theorem 9.2.3.** All Hamiltonian forms weakly associated to a semiregular Lagrangian $L$ coincide with each other on the Lagrangian constraint space $N_L$, and the Poincaré–Cartan form $H_L$ (2.4.12) for $L$ is the pull-back

$$H_L = \hat{L}^* H, \quad (\pi^\lambda y^j - L)\omega = H(x^\mu, y^j, x^\mu_j)\omega,$$ (9.2.9)

of any such a Hamiltonian form $H$.

**Proof.** Given a vector $v \in T_p \Pi$, the value $T \hat{H}(v) | H_L(\hat{H}(p))$ is the same for all Hamiltonian maps $\hat{H}$ satisfying the relation (9.2.2). Then the result follows from the relation (9.2.5). □
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Theorem 9.2.3 enables us to relate the Euler–Lagrange equation for an almost regular Lagrangian $L$ with the covariant Hamilton equations for Hamiltonian forms weakly associated to $L$ [53; 133; 134].

**Theorem 9.2.4.** Let a section $r$ of $\Pi \to X$ be a solution of the covariant Hamilton equations (9.1.18) – (9.1.19) for a Hamiltonian form $H$ weakly associated to a semiregular Lagrangian $L$. If $r$ lives in the Lagrangian constraint space $N_L$, the section $s = \pi_{\Pi Y} \circ r$ of $Y \to X$ satisfies the Euler–Lagrange equation (2.4.3).

**Proof.** There is the equality
\[
\mathcal{L} = (J^1\tilde{L})^* L_H,
\]
where $\mathcal{L}$ is the Lagrangian (2.4.18) on $J^1 J^1 Y$ and $L_H$ is the Lagrangian (9.1.16) on $J^1 \Pi$. This equality results in the relation
\[
\mathcal{E}_L = (J^1\tilde{L})^* \mathcal{E}_H|_{J^2 Y}.
\]

The converse assertion is more intricate.

**Theorem 9.2.5.** Given a semiregular Lagrangian $L$, let a section $s$ of a fibre bundle $Y \to X$ be a solution of the Euler–Lagrange equation (2.4.3). Let $H$ be a Hamiltonian form weakly associated to $L$, and let $H$ satisfy the relation
\[
\hat{H} \circ \tilde{L} \circ J^1 s = J^1 s.
\]
Then the section $r = \tilde{L} \circ J^1 s$ of the fibre bundle $\Pi \to X$ is a solution of the covariant Hamilton equations (9.1.18) – (9.1.19) for $H$.

We say that a set of Hamiltonian forms $H$ weakly associated to a semiregular Lagrangian $L$ is complete if, for each solution $s$ of the Euler-Lagrange equation, there exists a solution $r$ of the covariant Hamilton equations for a Hamiltonian form $H$ from this set such that $s = \pi_{\Pi Y} \circ r$. By virtue of Theorem 9.2.5, a set of weakly associated Hamiltonian forms is complete if, for every solution $s$ of the Euler-Lagrange equation for $L$, there is a Hamiltonian form $H$ from this set which fulfills the relation (9.2.10).

In the case of almost regular Lagrangians (see Definition 2.4.1), one can formulate the following necessary and sufficient conditions of the existence of associated Hamiltonian forms. An immediate consequence of Theorem 9.2.1 is the following.

**Theorem 9.2.6.** A Hamiltonian form $H$ weakly associated to an almost regular Lagrangian $L$ exists if and only if the fibre manifold $J^1 Y \to N_L$ (2.4.10) admits a global section.
In particular, on an open neighbourhood \( U \subset \Pi \) of each point \( p \in N_L \subset \Pi \), there exists a complete set of local Hamiltonian forms weakly associated to an almost regular Lagrangian \( L \). Moreover, one can always construct a complete set of associated Hamiltonian forms [134].

Given a global section \( \Psi \) of the fibred manifold

\[
\hat{L} : J^1Y \to N_L,
\]

let us consider the pull-back form

\[
H_N = \Psi^* H_L = i_N^* H
\]

(9.2.11)
on \( N_L \) called the constrained Hamiltonian form. By virtue of Lemma 9.2.1, it does not depend on the choice of a section of the fibred manifold (9.2.11) and, consequently, \( H_L = \hat{L}^* H_N \). For sections \( r \) of the fibre bundle \( N_L \to X \), one can write the constrained Hamilton equations

\[
r^*(u_N \lrcorner dH_N) = 0,
\]

(9.2.13)

where \( u_N \) is an arbitrary vertical vector field on \( N_L \to X \). These equations possess the following important properties.

**Theorem 9.2.7.** For any Hamiltonian form \( H \) weakly associated to an almost regular Lagrangian \( L \), every solution \( r \) of the covariant Hamilton equations which lives in the Lagrangian constraint space \( N_L \) is a solution of the constrained Hamilton equations (9.2.13).

**Proof.** Such a Hamiltonian form \( H \) defines the global section \( \Psi = \hat{H} \circ i_N \) of the fibred manifold (9.2.11). Since \( H_N = i_N^* H \) due to the relation (9.2.9), the constrained Hamilton equations can be written as

\[
r^*(u_N \lrcorner d(i_N^* H)) = r^*(u_N \lrcorner dH|_{N_L}) = 0.
\]

(9.2.14)

Note that these equations differ from the Hamilton equations (9.1.22) restricted to \( N_L \). These read

\[
r^*(u \lrcorner dH|_{N_L}) = 0,
\]

(9.2.15)

where \( r \) is a section of \( N_L \to X \) and \( u \) is an arbitrary vertical vector field on \( \Pi \to X \). A solution \( r \) of the equations (9.2.15) obviously satisfies the weaker condition (9.2.14). \( \square \)

**Theorem 9.2.8.** The constrained Hamilton equations (9.2.13) are equivalent to the Hamilton–De Donder equation (2.4.25).
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**Proof.** It is readily observed that

\[ \hat{L} = \pi_{ZH} \circ \hat{H}_L. \]

Hence, the projection \( \pi_{ZH} \) (2.4.16) yields a surjection of \( Z_L \) onto \( N_L \). Given a section \( \Psi \) of the fibred manifold (9.2.11), we have the morphism

\[ \hat{H}_L \circ \Psi : N_L \to Z_L. \]

By virtue of Lemma (9.2.1), this is a surjection such that

\[ \pi_{ZH} \circ \hat{H}_L \circ \Psi = \text{Id} N_L. \]

Hence, \( \hat{H}_L \circ \Psi \) is a bundle isomorphism over \( Y \) which is independent of the choice of a global section \( \Psi \). Combination of (2.4.24) and (9.2.12) results in

\[ H_N = (\hat{H}_L \circ \Psi)^* \Xi_L \]

that leads to a desired equivalence. \( \square \)

This proof gives something more. Namely, since \( Z_L \) and \( N_L \) are isomorphic, the homogeneous Legendre map \( \hat{H}_L \) fulfils the conditions of Theorem 2.4.1. Then combining Theorem 2.4.1 and Theorem 9.2.8, we obtain the following.

**Theorem 9.2.9.** Let \( L \) be an almost regular Lagrangian such that the fibred manifold (9.2.11) has a global section. A section \( \pi \) of the jet bundle \( J^1 Y \to X \) is a solution of the Cartan equation (2.4.22) if and only if \( \hat{L} \circ \pi \) is a solution of the constrained Hamilton equations (9.2.13).

Theorem 9.2.9 also is a corollary of Lemma 9.2.2 below. The constrained Hamiltonian form \( H_N \) (9.2.12) defines the constrained Lagrangian

\[ L_N = h_0(h_N) = (J^1 i_N)^* L_H \]

on the jet manifold \( J^1 N_L \) of the fibre bundle \( N_L \to X \).

**Lemma 9.2.2.** There are the relations

\[ \mathcal{L} = (J^1 \hat{L})^* L_N, \quad L_N = (J^1 \Psi)^* \mathcal{L}, \]

where \( \mathcal{L} \) is the Lagrangian (2.4.18).

The Euler–Lagrange equation for the constrained Lagrangian \( L_N \) (9.2.16) is equivalent to the constrained Hamilton equations (9.2.13) and, by virtue of Lemma 9.2.2, is quasi-equivalent to the Cartan equation.
9.3 Hamiltonian conservation laws

In order to study symmetries of covariant Hamiltonian field theory, let us use the fact that a Hamiltonian form \( H \) (9.1.8) is the Poincaré–Cartan form for the Lagrangian \( L_H \) (9.1.16) and that the covariant Hamilton equations for \( H \) are the Euler–Lagrange equation for \( L_H \). We restrict our consideration to classical symmetries defined by projectable vector fields on a fibre bundle \( Y \to X \).

In accordance with the canonical lift (1.1.26), every projectable vector field \( u \) on \( Y \to X \) gives rise to the vector field
\[
\tilde{u} = u^\mu \partial_\mu + u^i \partial_i + (-\partial_i u^j p^\lambda_j - \partial_\mu u^\mu p^\lambda_i + \partial_\lambda u^\lambda p_\mu^i)\partial^\lambda
\]
(9.3.1)
on the Legendre bundle \( \Pi \to Y \) and then to the vector field
\[
J \tilde{u} = \tilde{u} + J^1 u
\]
(9.3.2)
on \( \Pi \times J^1 Y \). Then we have
\[
L_{\tilde{u}} H = L_{J \tilde{u}} L_H = (-u^\mu \partial_\mu H - \partial_\mu (u^\mu H) - u^i \partial_i H + p^\lambda_i \partial_\lambda H) - (\partial_\mu u^\mu \partial_\mu H + u^i \partial_i H) \omega,
\]
(9.3.3)
It follows that a Hamiltonian form \( H \) and a Lagrangian \( L_H \) have the same classical symmetries.

**Remark 9.3.1.** Given the splitting (9.1.10) of a Hamiltonian form \( H \), the Lie derivative (9.3.3) takes the form
\[
L_{\tilde{u}} H = p^\lambda_i ([\partial_\lambda + \Gamma_\lambda^i \partial_i, u]^j - [\partial_\lambda + \Gamma_\lambda^i \partial_i, u]^j \Gamma_j^\lambda) \omega - (\partial_\mu u^\mu \partial_\mu H + u^i \partial_i H) \omega,
\]
(9.3.4)
where \([.,.]\) is the Lie bracket of vector fields.

Let us apply the first variational formula (2.4.28) to the Lie derivative \( L_{J \tilde{u}} L_H \) (9.1.16) [53]. It reads
\[
-u^i \partial_i H - \partial_\mu (u^\mu H) - u^i \partial_i H + p^\lambda_i \partial_\lambda H = -(u^i - y^i_\mu u^\mu)(p^\lambda_i + \partial_\lambda H) + (-\partial_i u^j p^\lambda_j - \partial_\mu u^\mu p^\lambda_i + \partial_\lambda u^\lambda p_\mu^i - p_\mu^i u^\mu)(y^\lambda_\mu - \partial_\lambda H)
\]
\[
+ \partial_\mu [p^\lambda_i (\partial_\mu H u^\mu - u^\lambda) - u^\lambda (p_\mu^i \partial_\mu H - H)]
\]
(9.3.5)
on the shell (9.1.18) – (9.1.19), this identity takes the form
\[
-u^i \partial_i H - \partial_\mu (u^\mu H) - u^i \partial_i H + p^\lambda_i \partial_\lambda H \approx - \partial_\mu [p^\lambda_i (\partial_\mu H u^\mu - u^\lambda) - u^\lambda (p_\mu^i \partial_\mu H - H)]
\]
If
\[
L_{J \tilde{u}} L_H = 0,
\]
we obtain the weak Hamiltonian conservation law

\[ 0 \approx -d_\lambda [p^\lambda_i (u^\mu \partial^i_\mu H - u^i) - u^\lambda (p^\mu_\lambda \partial^\mu H - H)] \]  

(9.3.6)

of the Hamiltonian symmetry current

\[ \tilde{J}_u^\lambda = p^\lambda_i (u^\mu \partial^i_\mu H - u^i) - u^\lambda (p^\mu_\lambda \partial^\mu H - H). \]  

(9.3.7)

On solutions \( r \) of the covariant Hamilton equations (9.1.18) – (9.1.19), the weak equality (9.3.6) leads to the differential conservation law

\[ \partial_\lambda (\tilde{J}_u^\lambda (r)) = 0. \]

There is the following relation between differential conservation laws in Lagrangian and Hamiltonian formalisms.

**Theorem 9.3.1.** Let a Hamiltonian form \( H \) be associated to an almost regular Lagrangian \( L \). Let \( r \) be a solution of the covariant Hamilton equations (9.1.18) – (9.1.19) for \( H \) which lives in the Lagrangian constraint space \( N_L \). Let

\[ s = \pi_{\Pi Y} \circ r \]

be the corresponding solution of the Euler–Lagrange equation for \( L \) so that the relation (9.2.10) holds. Then, for any projectable vector field \( u \) on a fibre bundle \( Y \to X \), we have

\[ \tilde{J}_u(r) = J_u(\pi_{\Pi Y} \circ r), \quad \tilde{J}_u(\tilde{\mathcal{L}}^s) = J_u(s), \]

(9.3.8)

where \( J_u \) is the symmetry current (2.4.31) on \( J^1Y \) and \( \tilde{J}_u \) is the symmetry current (9.3.7) on \( \Pi \).

By virtue of Theorems 9.2.4 – 9.2.5, it follows that:

- if \( J_u \) in Theorem 9.3.1 is a conserved symmetry, then the symmetry current \( \tilde{J}_u \) (9.3.8) is conserved on solutions of the Hamilton equations which live in the Lagrangian constraint space,

- if \( \tilde{J}_u \) in Theorem 9.3.1 is a conserved symmetry current, then the symmetry current \( J_u \) (9.3.8) is conserved on solutions \( s \) of the Euler–Lagrange equation which obey the condition (9.2.10).

In particular, let \( u = u^i \partial_i \) be a vertical vector field on \( Y \to X \). Then the Lie derivative \( \mathcal{L}_u H \) (9.3.4) takes the form

\[ \mathcal{L}_u H = (p^\lambda_i [\partial_\lambda + \Gamma^\lambda_\mu_\lambda \partial_\mu, u]^i - u]d\bar{H}_r)\omega. \]

The corresponding symmetry current (9.3.7) reads

\[ \tilde{J}_u^\lambda = -u^i p^\lambda_i \]  

(9.3.9)
Covariant Hamiltonian field theory

Let \( \tau = \tau^\lambda \partial_\lambda \) be a vector field on \( X \) and \( \Gamma \tau \) (1.3.6) its horizontal lift onto \( Y \) by means of a connection \( \Gamma \) on \( Y \to X \). In this case, the weak identity (9.3.5) takes the form

\[ -(\partial_\mu + \Gamma_\mu^\gamma \partial_j - p^i_\lambda \partial_j \Gamma_\mu^i) \tilde{H}_\Gamma + p^i_\lambda R^i_\lambda\mu \approx -d_\lambda \tilde{\mathcal{J}}_\mu^\lambda, \]

where the symmetry current (9.3.7) reads

\[ \tilde{\mathcal{J}}^\lambda_\Gamma = \tau^\mu \tilde{\mathcal{J}}^\lambda_{\mu} = \tau^\mu (p^i_\lambda \partial_i \tilde{H}_\Gamma - \delta^\lambda_\mu (p^i_\nu \partial_i \tilde{H}_\Gamma - \tilde{H}_\Gamma)). \]

(9.3.10)

The relations (9.3.8) show that, on the Lagrangian constraint space \( \mathcal{N}_L \), the current (9.3.10) can be treated as the Hamiltonian energy-momentum current relative to the connection \( \Gamma \).

In particular, let us consider the weak identity (9.3.5) when the vector field \( \tilde{u} \) on \( \Pi \) is the horizontal lift of a vector field \( \tau \) on \( X \) by means of a Hamiltonian connection on \( \Pi \to X \) which is associated to the Hamiltonian form \( H \). We have

\[ \tilde{u} = \tau^\mu (\partial_\mu + \partial^i \mathcal{H} \partial_i + \gamma^\lambda_\mu \partial^i_\lambda). \]

In this case, the corresponding energy-momentum current reads

\[ \tilde{\mathcal{J}}^\lambda = -\tau^\mu (p_i^\lambda \partial_i \mathcal{H} - \mathcal{H}), \]

(9.3.11)

and the weak identity (9.3.5) takes the form

\[ -\partial_\mu \mathcal{H} + d_\lambda (p_i^\lambda \partial_i \mathcal{H}) \approx \partial_\mu (p_i^\lambda \partial_i \mathcal{H} - \mathcal{H}). \]

(9.3.12)

A glance at the expression (9.3.12) shows that the energy-momentum current (9.3.11) is not conserved, the weak identity

\[-\partial_\mu \mathcal{H} + d_\lambda [p_i^\lambda \partial_i \mathcal{H} - \delta^\lambda_\mu (p_i^\nu \partial_i \mathcal{H} - \mathcal{H})] \approx 0\]

holds. This is exactly the Hamiltonian form of the canonical energy-momentum conservation law (2.4.38) in Lagrangian formalism.

### 9.4 Quadratic Lagrangian and Hamiltonian systems

Field theories with almost regular quadratic Lagrangians admit comprehensive Hamiltonian formulation.

Let \( L \) (2.4.52) be an almost regular quadratic Lagrangian brought into the form \( (2.4.66), \sigma = \sigma_0 + \sigma_1 \) a linear map (2.4.59) and \( \Gamma \) a connection...
9.4. Quadratic Lagrangian and Hamiltonian systems

(2.4.55). Similarly to the splitting (2.4.64) of the configuration space $J^1Y$, we have the following decomposition of the momentum phase space:

$$\Pi = \mathcal{R}(\Pi) \oplus \mathcal{P}(\Pi) = \text{Ker } \sigma_0 \oplus N_L,$$

(9.4.1)

$$p^\lambda_i = \mathcal{R}^\lambda_i + \mathcal{P}^\lambda_i = [p^\lambda_i - a^\lambda_{ij} \sigma_{\mu j}^{\alpha} p^\alpha_k] + [a^\lambda_{ij} \sigma_{\mu j}^{\alpha} p^\alpha_k].$$

(9.4.2)

The relations (2.4.62) lead to the equalities

$$\sigma_0^{jk} R^\lambda_i = 0, \quad \sigma_1^{jk} P^\alpha_i = 0.$$  \hspace{1cm} (9.4.3)

Relative to the coordinates (9.4.2), the Lagrangian constraint space $N_L$ (2.4.53) is given by the equations

$$R^\lambda_i = [p^\lambda_i - a^\lambda_{ij} \sigma_{\mu j}^{\alpha} p^\alpha_k] = 0.$$ \hspace{1cm} (9.4.4)

Let the splitting (2.4.61) be provided with the adapted fibre coordinates $(y^a, y^A)$ such that the matrix function $a$ (2.4.54) is brought into a diagonal matrix with non-vanishing components $a_{AA}$. Then the Legendre bundle $\Pi$ (9.4.1) is endowed with the dual (non-holonomic) fibre coordinates $(p^a, p^A)$ where $p_A$ are coordinates on the Lagrangian constraint manifold $N_L$, given by the equalities $p_a = 0$. Relative to these coordinates, $\sigma_0$ becomes the diagonal matrix

$$\sigma_0^{AA} = (a_{AA})^{-1}, \quad \sigma_0^{aa} = 0,$$ \hspace{1cm} (9.4.5)

while

$$\sigma_1^{AA} = \sigma_1^{AB} = 0.$$  \hspace{1cm} (9.4.6)

Let us write

$$p_a = M^i a_{\lambda}^i p^\lambda_i, \quad p_A = M^i A_{\lambda}^i p^\lambda_i,$$ \hspace{1cm} (9.4.7)

where $M$ are the matrix functions on $Y$ which obeys the relations

$$M^i_{\lambda} a_{\mu j}^i = 0, \quad (M^{-1})^a_{\lambda} a^b_{\mu j} = 0, \quad (M^{-1})^a_{\lambda} A^b_{\mu j} = a_{\mu j}^b \sigma_{\mu j}.$$

Let us consider the affine Hamiltonian map

$$\Phi = \tilde{\Gamma} + \sigma : Y \to J^1Y,$$

$$\Phi^i = \Gamma^i + \sigma_{ij}^i p^j,$$ \hspace{1cm} (9.4.8)

and the Hamiltonian form

$$H(\Gamma, \sigma_1) = H_\Phi + \Phi^* L = p^\lambda_i dy^i \wedge \omega^\lambda -$$

$$[\Gamma^i_p^\lambda_i + \frac{1}{2} \sigma_{0\lambda j} p^\alpha_j p_j^\mu + \sigma_{1\lambda j} p^\alpha_j p_j^\mu - c^i] \omega =$$

$$(\mathcal{R}^\lambda_i + \mathcal{P}^\lambda_i) dy^i \wedge \omega^\lambda -$$

$$[(\mathcal{R}^\lambda_i + \mathcal{P}^\lambda_i) \Gamma^i + \frac{1}{2} \sigma_{0\lambda j} \mathcal{P}^\alpha_j p^\mu_j + \sigma_{1\lambda j} \mathcal{R}^\lambda_i \mathcal{P}^\mu_j - c^i] \omega.$$
Theorem 9.4.1. The Hamiltonian forms \( H(\Gamma, \sigma_1) \) (9.4.9) parameterized by connections \( \Gamma \) (2.4.55) are weakly associated to the Lagrangian (2.4.52), and they constitute a complete set.

Proof. By the very definitions of \( \Gamma \) and \( \sigma \), the Hamiltonian map (9.4.8) satisfies the condition (9.2.2). Then \( H(\Gamma, \sigma_1) \) is weakly associated to \( L \) (2.4.52) in accordance with Theorem 9.2.1. Let us write the corresponding Hamilton equations (9.1.18) for a section \( r \) of the Legendre bundle \( \Pi \to X \).

They are

\[
J^1 s = (\hat{\Gamma} + \sigma) \circ r, \quad s = \pi_{\Pi Y} \circ r. \tag{9.4.10}
\]

Due to the surjections \( S \) and \( F \) (2.4.64), the Hamilton equations (9.4.10) are brought into the two parts

\[
S \circ J^1 s = \Gamma \circ s, \tag{9.4.11}
\]

\[
\partial \lambda r^i - \sigma_{\lambda\lambda\mu}^k (a_k^\mu \partial_\mu r^j + b_k^\mu) = \Gamma_\lambda^i \circ s, \tag{9.4.12}
\]

\[
F \circ J^1 s = \sigma \circ r, \tag{9.4.13}
\]

\[
\sigma_{\lambda\lambda\mu}^k (a_k^\mu \partial_\mu r^j + b_k^\mu) = \sigma_{\lambda\lambda\mu}^k r_\lambda^\mu. \tag{9.4.14}
\]

Let \( s \) be an arbitrary section of \( Y \to X \), e.g., a solution of the Euler–Lagrange equation. There exists a connection \( \Gamma \) (2.4.55) such that the relation (9.4.11) holds, namely, \( \Gamma = S \circ \Gamma' \) where \( \Gamma' \) is a connection on \( Y \to X \) which has \( s \) as an integral section. It is easily seen that, in this case, the Hamiltonian map (9.4.8) satisfies the relation (9.2.10) for \( s \). Hence, the Hamiltonian forms (9.4.9) constitute a complete set. \( \square \)

It is readily observed that, if \( \sigma_1 = 0 \), then \( \Phi = \hat{H}(\Gamma) \), and the Hamiltonian forms \( H(\Gamma, \sigma_1 = 0) \) (9.4.9) are associated to the Lagrangian (2.4.52).

For different \( \sigma_1 \), we have different complete sets of Hamiltonian forms (9.4.9). Hamiltonian forms \( H(\Gamma, \sigma_1) \) and \( H(\Gamma', \sigma_1) \) (9.4.9) of such a complete set differ from each other in the term \( \phi_{\lambda}^j R^\lambda_{\lambda'} \), where \( \phi \) are the soldering forms (2.4.57). This term vanishes on the Lagrangian constraint space (9.4.4). Accordingly, the covariant Hamilton equations for different Hamiltonian forms \( H(\Gamma, \sigma_1) \) and \( H(\Gamma', \sigma_1) \) (9.4.9) differ from each other in the equations (9.4.11). These equations are independent of momenta and play the role of gauge-type conditions.

Since the Lagrangian constraint space \( N_L \) (9.4.4) is an imbedded subbundle of \( \Pi \to Y \), all Hamiltonian forms \( H(\Gamma, \sigma_1) \) (9.4.9) define a unique constrained Hamiltonian form \( H_N \) (9.2.12) on \( N_L \) which reads

\[
H_N = i_N^* H(\Gamma, \sigma_1) = \mathcal{P}_1 \lambda dy^i \wedge \omega_\lambda - \left[ \mathcal{P}_1 \lambda \Gamma^i_\lambda + \frac{1}{2} \sigma_{\lambda\mu\nu}^j \mathcal{P}_1^i \mathcal{P}_1^\mu \mathcal{P}_1^\nu - c' \right] \omega. \tag{9.4.13}
\]
In view of the relations (9.4.3), the corresponding constrained Lagrangian \( L_N \) (9.2.16) on \( J^1N_L \) takes the form

\[
L_N = \omega_0 (H_N) = (P_i^\lambda \mathcal{F}_\lambda^i - \frac{1}{2} \sigma_{\lambda \mu}^ij P_i^\lambda P_j^\mu + c') \omega.
\] (9.4.14)

It is the pull-back onto \( J^1N_L \) of the Lagrangian

\[
L_H(\Gamma, \sigma_1) = R^\lambda_i (S_i^\lambda - \Gamma_i^\lambda) + P_i^\lambda \mathcal{F}_\lambda^i - \frac{1}{2} \sigma_{\lambda \mu}^ij P_i^\lambda P_j^\mu + \frac{1}{2} \sigma_{\lambda \mu}^ij R_i^\lambda R_j^\mu + c'
\] (9.4.15)

on \( J^1Y \) for any Hamiltonian form \( H(\Gamma, \sigma_1) \) (9.4.9).

In fact, the Lagrangian \( L_N \) (9.4.14) is defined on the product \( N_L \times Y J^1Y \) (see Remark 9.1.3). Since the momentum phase space \( \Pi \) (9.4.1) is a trivial bundle \( \pi_2 : \Pi \to N_L \) over the Lagrangian constraint space \( N_L \), one can consider the pull-back

\[
L_\Pi = (P_i^\lambda \mathcal{F}_\lambda^i - \frac{1}{2} \sigma_{\lambda \mu}^ij P_i^\lambda P_j^\mu + c') \omega
\] (9.4.16)

of the constrained Lagrangian \( L_N \) (9.4.14) onto \( \Pi \times J^1Y \).

Let us study symmetries of the Lagrangians \( L_N \) and \( L_\Pi \) [11]. We aim to show that, under certain conditions, they inherit symmetries of an original Lagrangian \( L \) (see Theorems 9.4.2 – 9.4.3).

Let a vertical vector field \( u = u^i \partial_i \) on \( Y \to X \) be a symmetry of the Lagrangian (2.4.66), i.e.,

\[
L_{J^1u} L = (u^i \partial_i + d_\lambda u^i \partial_\lambda) \omega = 0.
\] (9.4.17)

Since

\[
J^1u (y_\lambda^i - \Gamma_\lambda^i) = \partial_\lambda u^i (y_k^i - \Gamma_k^i),
\] (9.4.18)

one easily obtains from the equality (9.4.17) that

\[
u^k \partial_k a^\lambda i j + \partial_i u^k a^\lambda k j + a^\lambda i k \partial_j u^k = 0.
\] (9.4.19)

It follows that the summands of the Lagrangian (2.4.66) are separately invariant, i.e.,

\[
J^1u (a^\lambda i j \mathcal{F}_\lambda^i \mathcal{F}_\mu^j) = 0, \quad J^1u (c') = u^k \partial_k c' = 0.
\] (9.4.20)

The equalities (2.4.67), (9.4.18) and (9.4.19) give the transformation law

\[
J^1u (a^\lambda i j \mathcal{F}_\lambda^i \mathcal{F}_\mu^j) = - \partial_i u^k a^\lambda i k \mathcal{F}_\mu^j.
\] (9.4.21)

The relations (2.4.62) and (9.4.19) lead to the equality

\[
a^\lambda i j u^k \partial_k \sigma_{\mu \alpha}^{kn} - \partial_k u^j \sigma_{\mu \alpha}^{kn} - \sigma_{\mu \alpha}^{jk} \partial_k u^n a_{\mu \beta}^{\alpha \nu} = 0.
\] (9.4.22)
Let us compare symmetries of the Lagrangian $L$ (2.4.66) and the Lagrangian $L_N$ (9.4.14). Given the Legendre map $\tilde{L}$ (2.4.53) and the tangent morphism
\[ T\tilde{L} : T J^1 Y \to T N_L, \]
we denote by $\dot{p}_A = (\dot{y}^i \partial_i + \dot{y}_k^\alpha \partial_k^\alpha)(M^\alpha_{ij} a^\lambda_{ij} F^\lambda),$ let us consider the map
\[ T\tilde{L} \circ J^1 u : J^1 Y \ni (x^λ, y^i, y_k^α) \to (9.4.23) \]
\[ u^i \partial_i + (u^k \partial_k + \partial_v^k u^k_\lambda)(M^\alpha_{ij} a^\lambda_{ij} F^\lambda) \partial^A = \]
\[ u^i \partial_i + [u^k \partial_k (M^\alpha_{ij} a^\lambda_{ij} F^\lambda) + M^\alpha_{ij} J^1 u (a^\lambda_{ij} F^\lambda)] \partial^A = \]
\[ u^i \partial_i + [u^k \partial_k (M^\alpha_{ij} a^\lambda_{ij} F^\lambda) - M^\alpha_{ij} \partial_v^k u^k_\lambda F^\lambda] \partial^A = \]
\[ u^i \partial_i + [u^k \partial_k (a \circ \sigma_0) j^\mu_{ij} \partial^j F^\lambda - (a \circ \sigma_0) j^\mu_{ij} \partial_i u^k \partial^j F^\lambda] \partial^j \in T N_L, \]
where the relations (9.4.7) and (9.4.21) have been used. Let us assign to a point $(x^λ, y^i, P^\lambda_i) \in N_L$ some point
\[ (x^λ, y^i, y_k^α) \in \tilde{L}^{-1}(x^λ, y^i, P^\lambda_i) \]  
(9.4.24) and then the image of the point (9.4.24) under the morphism (9.4.23). We obtain the map
\[ v_N : (x^λ, y^i, P^\lambda_i) \to u^i \partial_i + [u^k \partial_k (a \circ \sigma_0) j^\mu_{ij} \partial^j F^\lambda - (a \circ \sigma_0) j^\mu_{ij} \partial_i u^k \partial^j F^\lambda] \partial^j \]  
(9.4.25)
which is independent of the choice of a point (9.4.24). Therefore, it is a vector field on the Lagrangian constraint space $N_L$. This vector field gives rise to the vector field
\[ J v_N = u^i \partial_i + [u^k \partial_k (a \circ \sigma_0) j^\mu_{ij} \partial^j F^\lambda - (a \circ \sigma_0) j^\mu_{ij} \partial_i u^k \partial^j F^\lambda] \partial^j + d \lambda u^i \partial^\lambda \]  
(9.4.26)
on $N_L \times J^1 Y$.  

**Theorem 9.4.2.** The Lie derivative $L_{J v_N} L_N$ of the Lagrangian $L_N$ (9.4.14) along the vector field $J v_N$ (9.4.26) vanishes.

**Proof.** One can show that
\[ v_N(P^\lambda_k) = -\partial_t u^k P^\lambda_k \]  
(9.4.27)on the constraint manifold $R^A$ = 0. Then the invariance condition $J v_N(L_N) = 0$ falls into the three equalities
\[ J v_N(s^\alpha_{ij} P^\lambda_i P^\mu_j) = 0, \quad J v_N(P^\lambda_i F^\lambda) = 0, \quad J v_N(c') = 0. \]  
(9.4.28)
The latter is exactly the second equality (9.4.20). The first equality (9.4.28) is satisfied due to the relations (9.4.22) and (9.4.27). The second one takes the form

\[ J_{v_N}(P_\lambda^\Lambda(y_\lambda^\Lambda - \Gamma_\lambda^\Lambda)) = 0. \]  

(9.4.29)

It holds owing to the relations (9.4.18) and (9.4.27).

Thus, any vertical symmetry \( u \) of the Lagrangian \( L_\Sigma\ ) (2.4.66) yields the symmetry \( v_N \) (9.4.25) of the Lagrangian \( L_N \) (9.4.14).

Turn now to symmetries of the Lagrangian \( L_\Pi \) (9.4.16). Since \( L_\Pi \) is the pull-back of \( L_N \) onto \( \Pi \times Y \), its symmetry must be an appropriate lift of the vector field \( v_N \) (9.4.25) onto \( \Pi \).

Given a vertical vector field \( u \) on \( Y \to X \), let us consider its canonical lift (9.3.1):

\[ \tilde{u} = u^i \partial_i - \partial_j u^i p^j_\lambda \partial_\lambda, \]  

(9.4.30)

onto the Legendre bundle \( \Pi \). It readily observed that the vector field \( \tilde{u} \) is projected onto the vector field \( v_N \) (9.4.25).

Let us additionally suppose that the one-parameter group of automorphisms of \( Y \) generated by \( u \) preserves the splitting (2.4.64), i.e., \( u \) obeys the condition

\[ u^k \partial_k (\sigma_\lambda^m \sigma_\lambda^\mu) + \sigma_\lambda^m \sigma_\lambda^\mu \partial_j u^k - \partial_k u^i \sigma_\lambda^m \sigma_\lambda^\mu = 0. \]  

(9.4.31)

The relations (9.4.18) and (9.4.31) lead to the transformation law

\[ J^1 u (\mathcal{F}_\mu^j) = \partial_j u^i \mathcal{F}_\mu^j. \]  

(9.4.32)

**Theorem 9.4.3.** If the condition (9.4.31) holds, the vector field \( \tilde{u} \) (9.4.30) is a symmetry of the Lagrangian \( L_\Pi \) (9.4.16) if and only if \( u \) is a symmetry of the Lagrangian \( L \) (2.4.66).

**Proof.** Due to the condition (9.4.31), the vector field \( \tilde{u} \) (9.4.30) preserves the splitting (9.4.1), i.e.,

\[ \tilde{u}(P_\lambda^\Lambda) = -\partial_i u^k P_k^\Lambda, \quad \tilde{u}(R_\lambda^\Lambda) = -\partial_i u^k R_k^\Lambda. \]  

(9.4.33)

The vector field \( \tilde{u} \) gives rise to the vector field (9.3.2):

\[ J\tilde{u} = u^i \partial_i - \partial_j u^i p^j_\lambda \partial_\lambda + d_\lambda u^i \partial_\lambda, \]  

(9.4.34)

on \( \Pi \times \mathcal{J}^1 Y \), and we obtain the Lagrangian symmetry condition

\[ (u^i \partial_i - \partial_j u^i p^j_\lambda \partial_\lambda + d_\lambda u^i \partial_\lambda) L_\Pi = 0. \]  

(9.4.35)
It is readily observed that the first and third terms of the Lagrangian $L$ are separately invariant due to the relations (9.4.20) and (9.4.32). Its second term is invariant owing to the equality (9.4.22). Conversely, let the invariance condition (9.4.35) hold. It falls into the independent equalities
\[ J\tilde{u}(\sigma_0^i p^\lambda p^j_i) = 0, \quad J\tilde{u}(p^\lambda F^i_j) = 0, \quad u^i \partial_i c' = 0, \quad \text{(9.4.36)} \]
i.e., the Lagrangian $L_\Pi$ is invariant if and only if its three summands are separately invariant. One obtains at once from the second condition (9.4.36) that the quantity $F$ is transformed as the dual of momenta $p$.
Then the first condition (9.4.36) shows that the quantity $\sigma_0^i p^j$ is transformed by the same law as $F$. It follows that the term $a F F$ in the Lagrangian $L$ (2.4.66) is transformed as $a(\sigma_0 p)(\sigma_0 p) = \sigma_0 p p$, i.e., it is invariant. Then this Lagrangian is invariant due to the third equality (9.4.36).
\[ \Box \]
In particular, if $u$ is a gauge symmetry of an original Lagrangian $L$ and if it preserves the decomposition (2.4.64), then its natural lift $\tilde{u}$ (9.4.30) onto $\Pi$ is a gauge symmetry of the Lagrangian $L_\Pi$ (9.4.16). However, the Lagrangian $L_\Pi$ can possess additional gauge symmetries.

For instance, let us assume that $Y \to X$ is an affine bundle modelled over a vector bundle $\bar{\nabla} \to X$. In this case, the Legendre bundle $\Pi$ (2.4.7) is isomorphic to the product
\[ \Pi = Y \times (\bar{\nabla}^* \otimes X^* \otimes TX) \]
such that transition functions of coordinates $p^\lambda$ are independent of $y^i$. Then the splitting (9.4.1) takes the form
\[ \Pi = Y \times (\text{Ker} \sigma_0 \otimes X^* \otimes N_L), \quad \text{(9.4.37)} \]
where $\text{Ker} \sigma_0$ and $N_L$ are fibre bundles over $X$ such that
\[ \text{Ker} \sigma_0 = \pi^* \text{Ker} \sigma_0, \]
and $N_L = \pi^* N_L$ are their pull-backs onto $Y$. The splitting (9.4.37) keeps the coordinate form (9.4.2). The splittings (2.4.64) and (9.4.37) lead to the decomposition
\[ \Pi \times J^1 Y = (\text{Ker} \sigma_0 \otimes X^* \otimes N_L) \times (\text{Im}(\sigma_0 \circ \hat{L})). \quad \text{(9.4.38)} \]
In view of this decomposition, let us associate to any section $\xi$ of $\text{Ker} \sigma_0 \to X$ the vector field
\[ u_\Pi = \xi_a (M^{-1})^a_\lambda \partial_\lambda, \quad \text{(9.4.39)} \]
on \( \Pi \). Its lift (9.3.2) onto \( \Pi \times J^1Y \) keeps the coordinate form
\[ J\nu_\Pi = \xi_a (M^{-1})^{i\lambda} \partial_{\lambda i}. \] (9.4.40)
It is readily observed that the Lie derivative of the Lagrangian \( L_\Pi \) (9.4.16) along the vector field (9.4.40) vanishes, i.e., \( \nu_\Pi \) is a symmetry of \( L_\Pi \). Consequently, the vector fields (9.4.39), parameterized by sections \( \xi \) of \( \text{Ker} \sigma_0 \to X \), is a gauge symmetry of \( L_\Pi \). It does not come from gauge symmetries of an original Lagrangian \( L \). A glance at the expression (9.4.40) shows that this gauge symmetry is independent of derivatives of gauge parameters just as that (4.3.15) of a variationally trivial Lagrangian in Example 4.3.1. The gauge symmetry (9.4.40) as like as (4.3.15) is non-trivial.

9.5 Example. Yang–Mills gauge theory

We follow the notation of Section 5.8. Let \( P \to X \) be a principal bundle with a structure group \( G \). Gauge theory of principal connections on \( P \to X \) is described by the degenerate non-regular quadratic Lagrangian \( L_{YM} \) (5.8.15) on the first order jet manifold \( J^1C \) of the bundle of principal connections \( C = J^1P/G \). The peculiarity of gauge theory consists in the fact that the splittings (2.4.64) and (9.4.1) of its configuration and phase spaces are canonical.

Let \( C \) and \( J^1C \) be provided with the bundle coordinates \((x^\lambda, a^m_\lambda)\) and \((x^\lambda, a^m_\lambda, a^m_{\mu\lambda})\), respectively. As was mentioned in Section 5.5, the configuration space \( J^1C \) of gauge theory admits the canonical splitting (5.5.11):
\[ J^1C = C_+ \oplus C_- = C_+ \oplus (C \times X T^\ast X \otimes V_G P), \] (9.5.1)
\[ a^r_{\mu\lambda} = \frac{1}{2} (a^r_{\mu\lambda} + a^r_{\lambda\mu} - c^r_{pq} a^p_{\mu} a^q_{\lambda}) + \frac{1}{2} (a^r_{\mu\lambda} - a^r_{\lambda\mu} + c^r_{pq} a^p_{\mu} a^q_{\lambda}), \]
with the corresponding projections
\[ S : J^1C \to C_+, \quad S_{\mu\lambda} = a^r_{\mu\lambda} + a^r_{\lambda\mu} - c^r_{pq} a^p_{\mu} a^q_{\lambda}, \] (9.5.2)
\[ F : J^1C \to C_-, \quad F_{\mu\lambda} = a^r_{\mu\lambda} - a^r_{\lambda\mu} + c^r_{pq} a^p_{\mu} a^q_{\lambda}. \] (9.5.3)

The Yang–Mills Lagrangian on this configuration space is
\[ L_{YM} = \frac{1}{4} a^r_{pq} a^\lambda_{\mu} g^{3\nu} F^p_{\lambda\beta} F^q_{\mu\nu} \sqrt{|g|} \omega, \quad g = \det(g_{\mu\nu}), \] (9.5.4)
where $a^G$ is a non-degenerate $G$-invariant metric on the Lie algebra $\mathfrak{g}$, and $g$ is a non-degenerate world metric on $X$.

The phase space of gauge theory is the Legendre bundle

$$\pi_{\Pi C} : \Pi \to C, \quad \Pi = \Lambda T^* C \boxtimes TX \boxtimes [C \times \mathbb{C}]^*, \quad (9.5.5)$$

endowed with holonomic coordinates $(x^\lambda, a^p_\lambda, p^\mu_\lambda^\lambda)$. The Legendre bundle $\Pi$ (9.5.5) admits the canonical decomposition (9.4.1):

$$\Pi = \Pi_+ \oplus \Pi_-,$$

(9.5.6)

where

$$p^\mu_\lambda^\lambda = R^\mu_\lambda^\lambda(p^\mu_\lambda^\lambda) + P[p^\mu_\lambda^\lambda] = p^\mu_\lambda^\lambda + p^\mu_\lambda^\lambda = \frac{1}{2}(p^\mu_\lambda^\lambda + p^\mu_\lambda^\lambda) + \frac{1}{2}(p^\mu_\lambda^\lambda - p^\mu_\lambda^\lambda).$$

The Legendre map associated to the Lagrangian (9.5.4) takes the form

$$p^\mu_\lambda^\lambda \circ \hat{L}_{YM} = 0,$$

(9.5.7)

$$p^\mu_\lambda^\lambda \circ \hat{L}_{YM} = a^G_{mn} g^{\alpha \beta} g^{\lambda \delta} f^{m}_{\alpha \beta} \sqrt{|g|}.$$

(9.5.8)

A glance at this morphism shows that $\text{Ker} \hat{L}_{YM} = C_+$, and the Lagrangian constraint space is

$$N_L = \hat{L}_{YM}(J^1 C) = \Pi_-$$. It is defined by the equation (9.5.7). Obviously, $N_L$ is an imbedded submanifold of $\Pi$, and the Lagrangian $L_{YM}$ is almost regular.

Let us consider connections $\Gamma$ on the fibre bundle $C \to X$ which take their values into $\text{Ker} \hat{L}$, i.e.,

$$\Gamma : C \to C_+, \quad \Gamma^r_\mu - \Gamma^r_\mu + c^r_{pq} a^p_\mu a^q_\mu = 0. \quad (9.5.9)$$

Given a symmetric linear connection $K$ on $T^* X$, every principal connection $B$ on the principal bundle $P \to X$ gives rise to the connection $\Gamma_B : C \to C_+$ (5.7.14) such that

$$\Gamma_B \circ B = S \circ J^1 B.$$

It reads

$$\Gamma_B^{\lambda}_\mu = \frac{1}{2} [\partial_\mu B_\lambda^\mu + \partial_\lambda B_\mu^\mu - c^p_{pq} a^p_\mu a^q_\mu + c^r_{pq} a^r_\mu B_\lambda^\mu + a^r_\mu] - K^{\beta}_\mu (a^\beta_\mu - B_\mu^\beta).$$

(9.5.10)

Given the connection (9.5.10), the corresponding Hamiltonian form (9.4.9) is

$$H_B = p^\lambda_{\mu} da^\mu_\lambda \wedge \omega_\lambda - p^\lambda_{\mu} \Gamma_B^{\lambda}_\mu \omega - \sim \hat{H}_{YM} \omega,$$

(9.5.11)

$$\sim \hat{H}_{YM} = \frac{1}{4} \mu_G g^{\mu \nu} g^{\lambda \delta} a^p_\mu a^q_\mu \sqrt{|g|}.$$
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is associated to the Lagrangian $L_{YM}$. It is the Poincaré–Cartan form of the Lagrangian

$$L_H = [p^r_{\lambda\mu}(\alpha_r^{\lambda\mu} - \Gamma B_r^{\lambda\mu}) - \tilde{H}_{YM}]\omega$$  \hspace{1cm} (9.5.12)

on $\Pi \times J^1 C$. The pull-back of any Hamiltonian form $H_B$ (9.5.11) onto the Lagrangian constraint space $N_L$ is the constrained Hamiltonian form (9.2.12):

$$H_N = i_N^* H_B = p^r_{(\lambda\mu)}(da_r^\nu \wedge \omega_\lambda + \frac{1}{2} e^p_{rq} a^q\omega^p_\mu \omega) - \tilde{H}_{YM}(\omega).$$  \hspace{1cm} (9.5.13)

The corresponding constrained Lagrangian $L_N$ on $N_L \times J^1 C$ reads

$$L_N = (p^r_{(\lambda\mu)} f_{\lambda\mu}^r - \tilde{H}_{YM})\omega.$$  \hspace{1cm} (9.5.14)

Note that, in contrast with the Lagrangian (9.5.12), the constrained Lagrangian $L_N$ (9.5.14) possesses gauge symmetries as follows. Gauge symmetries

$$u_\xi = (\partial_\mu \xi^r + c^r_{qp} a^q_\mu \xi^p) \partial_\mu$$

of the Yang–Mills Lagrangian give rise to the vector fields

$$\tilde{u}_\xi = (\partial_\mu \xi^r + c^r_{qp} a^q_\mu \xi^p) \partial_\mu - c^r_{qp} p^r_{\lambda\mu} \partial_\mu$$

on $\Pi$. Their projection onto $N_L$ provides gauge symmetries of the Lagrangian $L_N$ in accordance with Theorem 9.4.2.

The Hamiltonian form $H_B$ (9.5.11) yields the covariant Hamilton equations which consist of the equations (9.5.8) and the equations

$$a_r^{\lambda\mu} + a_r^{\mu\lambda} = 2\Gamma B_r^{\lambda\mu},$$  \hspace{1cm} (9.5.15)

$$p^r_{\lambda\mu} = c^r_{pq} B^p_{\lambda\mu} - c^q_{rp} B^p_{\lambda\mu} + K^r_{\mu\nu} p^r_{(\lambda\nu)}.$$  \hspace{1cm} (9.5.16)

The Hamilton equations (9.5.15) and (9.5.8) are similar to the equations (9.4.11) and (9.4.12), respectively. The Hamilton equations (9.5.8) and (9.5.16) restricted to the Lagrangian constraint space (9.5.7) are precisely the constrained Hamilton equations (9.2.13) for the constrained Hamiltonian form $H_N$ (9.5.13), and they are equivalent to the Yang-Mills equations (5.8.17) for gauge potentials $A = \pi_{HC} \circ r$.

Different Hamiltonian forms $H_B$ lead to different equations (9.5.15). This equation is independent of momenta and, thus, it exemplifies the gauge-type condition (9.4.11):

$$\Gamma_B \circ A = S \circ J^1 A.$$
A glance at this condition shows that, given a solution $A$ of the Yang-Mills equations, there always exists a Hamiltonian form $H_B$ (e.g., $H_B = A$) which obeys the condition (9.2.10), i.e.,

$$\hat{H}_B \circ \hat{L}_{YM} \circ J^1 A = J^1 A.$$

Consequently, the Hamiltonian forms $H_B$ (9.5.11) parameterized by principal connections $B$ constitute a complete set.

It should be emphasized that the gauge-type condition (9.5.15) differs from familiar gauge conditions in gauge theory. If a gauge potential $A$ is a solution of the Yang–Mills equations, there exists a gauge conjugate potential $A'$ which also is a solution of the Yang-Mills equations and satisfies a given gauge condition. In the framework of the Hamiltonian description of quadratic Lagrangian systems, there is a complete set of gauge-type conditions in the sense that, for any solution of the Euler–Lagrange equation, there exist Hamilton equations equivalent to this Euler-Lagrange equation and a supplementary gauge-type condition which this solution satisfies.

### 9.6 Variation Hamilton equations. Jacobi fields

The vertical extension of covariant Hamiltonian formalism on the Legendre bundle $\Pi$ (2.4.7) onto the vertical Legendre bundle $\Pi_{VY}$ (2.4.82) describes Jacobi fields of solutions of the Hamilton equations. Let us utilize the compact notation $\partial_V = \dot{y} \partial_i + \dot{p}_i \partial_{i\lambda}$.

Due to the isomorphism (2.4.83), covariant Hamiltonian formalism on the vertical Legendre bundle $\Pi_{VY}$ can be developed as the vertical extension onto $VII$ of covariant Hamiltonian formalism on $\Pi$. The corresponding canonical conjugate pairs are $(y^i, \dot{p}_i^\lambda)$ and $(\dot{y}^i, p_i^\lambda)$. In particular, due to the isomorphism (2.4.83), $VII$ is endowed with the canonical polysymplectic form (9.1.2) which reads

$$\Omega_{VY} = [d\dot{p}_i^\lambda \wedge dy^i + dp_i^\lambda \wedge d\dot{y}^i] \wedge \omega \otimes \partial_{i\lambda}.$$

Let $Z_{VY}$ be the homogeneous Legendre bundle (2.4.13) over $VY$ with the corresponding coordinates

$$(x^\lambda, y^i, \dot{y}^i, p_i^\lambda, q_i^{\lambda}, p).$$

It can be endowed with the multisymplectic Liouville form $\Xi_{VY}$ (2.4.23). Sections of the affine bundle

$$Z_{VY} \to VII,$$  

(9.6.1)
by definition, provide Hamiltonian forms on $\Pi$.

Let us consider the following particular case of these forms which are related to those on the Legendre bundle $\Pi$. Due to the fibre bundle (2.4.85):

$$
\zeta : V_{ZY} \to Z_{VY},
$$

the vertical tangent bundle $V_{ZY}$ of $Z_Y \to X$ is provided with the exterior form

$$
\Xi_V = \zeta^* \Xi_{VY} = \dot{p} \omega + (\dot{p}_i^\lambda dy^i + p_i^\lambda d\dot{y}^i) \wedge \omega_{\lambda},
$$

which is exactly the vertical extension (2.4.78) of the multisymplectic Liouville form $\Xi$ on $Z_Y$. Given the affine bundle $Z_Y \to \Pi$ (2.4.16), we have the fibre bundle $V_{ZY} \to \Pi$ (2.4.86) where $V_{\pi_{Z\Pi}}$ is the vertical tangent map to $\pi_{Z\Pi}$. Let $h$ be a section of the affine bundle $Z_Y \to \Pi$ and $H = h^* \Xi$ the corresponding Hamiltonian form (9.1.8) on $\Pi$. Then a section $Vh$ of the fibre bundle (2.4.86) and the corresponding section $\zeta \circ Vh$ of the affine bundle (9.6.1) defines the Hamiltonian form

$$
H_V = (Vh)^* \Xi_V = (\dot{p} \omega + (\dot{p}_i^\lambda dy^i + p_i^\lambda d\dot{y}^i) \wedge -H \omega),
$$

(9.6.2)

on $\Pi$. It is called the vertical extension of $H$ (or, simply, the vertical Hamiltonian form). In particular, given the splitting (9.1.10) of $H$ with respect to a connection $\Gamma$ on $Y \to X$, we have the corresponding splitting

$$
\mathcal{H}_V = \dot{p}^\lambda \Gamma_{\lambda i} + \dot{y}^i p_i^\lambda \partial_i \Gamma_{\lambda} + \partial_V \tilde{\mathcal{H}}_{\Gamma}.
$$

Theorem 9.6.1. Let $\gamma$ (9.1.3) be a Hamiltonian connection on $\Pi$ associated to a Hamiltonian form $H$. Then its vertical prolongation $V\gamma$ (1.4.19) on $\Pi \to X$ is a Hamiltonian connection associated to the vertical Hamiltonian form $H_V$ (9.6.2).

Proof. The proof follows from a direct computation. We have

$$
V\gamma = \gamma + dx^\mu \otimes [\partial_V \gamma_{\mu i} \partial_i + \partial_V \gamma_{\mu \lambda} \partial_{\lambda}].
$$

Components of this connection obey the equations

$$
\dot{\gamma}_i^\mu = \partial_\mu^i \mathcal{H}_V = \partial_V \partial_\mu^i \mathcal{H}, \quad \dot{\gamma}_\lambda^\mu = -\partial_\lambda \mathcal{H}_V = \partial_V \partial_\lambda \mathcal{H} (9.6.3)
$$

and the Hamilton equations (9.1.15).
In order to clarify the physical meaning of the Hamilton equations (9.6.3), let us suppose that $Y \to X$ is a vector bundle. Given a solution $r$ of the Hamilton equations for $H$, let $\mathbf{r}$ be a Jacobi field, i.e., $r + \varepsilon \mathbf{r}$ also is a solution of the same Hamilton equations modulo terms of order $> 1$ in $\varepsilon$. Then it is readily observed that the Jacobi field $r$ satisfies the Hamilton equations (9.6.3). At the same time, the Lagrangian $L_{H_{\mathbf{V}}}$ (9.1.16) on $J^1Y\Pi$, defined by the Hamiltonian form $H_{\mathbf{V}}$ (9.6.2), takes the form

$$L_{H_{\mathbf{V}}} = h_0(H_{\mathbf{V}}) = \dot{p}_\lambda^i (y_\lambda^i - \partial_\lambda^i \mathcal{H}) - \dot{y}_\lambda^i (p_\lambda^i + \partial_\lambda^i \mathcal{H}) + d_\lambda (p_\lambda^i \dot{y}_\lambda^i), \quad (9.6.4)$$

where $\dot{p}_\lambda^i$, $\dot{y}_\lambda^i$ play the role of Lagrange multipliers.

In conclusion, let us study the relationship between the vertical extensions of Lagrangian and covariant Hamiltonian formalisms. The Hamiltonian form $H_{\mathbf{V}}$ (9.6.2) on $V\Pi$ yields the vertical Hamiltonian map

$$\bar{H}_{\mathbf{V}} = V\bar{H} : V\Pi \to VJ^1Y,$$

$$g_\lambda^i = \partial_\lambda^i \mathcal{H}_{\mathbf{V}} = \partial_\lambda^i \mathcal{H}, \quad \dot{g}_\lambda^i = \partial_\nu \partial_\lambda^i \mathcal{H}.$$

**Theorem 9.6.2.** Let a Hamiltonian form $H$ on $\Pi$ be associated to a Lagrangian $L$ on $J^1Y$. Then the vertical Hamiltonian form $H_{\mathbf{V}}$ (9.6.2) is weakly associated to the Lagrangian $L_{\mathbf{V}}$ (2.4.79).

**Proof.** If the morphisms $\bar{H}$ and $\bar{L}$ obey the relation (9.2.2), then the corresponding vertical tangent morphisms satisfy the relation

$$V\bar{L} \circ V\bar{H} \circ V_{iQ} = V_{iQ}.$$

The condition (9.2.3) for $H_{\mathbf{V}}$ reduces to the equality (9.2.7) which is fulfilled if $H$ is associated to $L$. □
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Appendixes

For the sake of convenience of the reader, several relevant mathematical topics are compiled in this Chapter.

10.1 Commutative algebra

In this Section, the relevant basics on modules over commutative algebras is summarized [102; 108].

An algebra $A$ is an additive group which is additionally provided with distributive multiplication. All algebras throughout the book are associative, unless they are Lie algebras. A ring is defined to be a unital algebra, i.e., it contains a unit element $1 \neq 0$. Non-zero elements of a ring form a multiplicative monoid. A field is a commutative ring whose non-zero elements make up a multiplicative group.

A subset $I$ of an algebra $A$ is called a left (resp. right) ideal if it is a subgroup of the additive group $A$ and $ab \in I$ (resp. $ba \in I$) for all $a \in A$, $b \in I$. If $I$ is both a left and right ideal, it is called a two-sided ideal. An ideal is a subalgebra, but a proper ideal (i.e., $I \neq A$) of a ring is not a subring because it does not contain a unit element.

Let $A$ be a commutative ring. Of course, its ideals are two-sided. Its proper ideal is said to be maximal if it does not belong to another proper ideal. A commutative ring $A$ is called local if it has a unique maximal ideal. This ideal consists of all non-invertible elements of $A$. A proper ideal $I$ of a commutative ring is called prime if $ab \in I$ implies either $a \in I$ or $b \in I$. Any maximal ideal is prime.

Given an ideal $I \subset A$, the additive factor group $A/I$ is an algebra, called the factor algebra. If $A$ is a ring, then $A/I$ is so. If $I$ is a maximal ideal, the factor ring $A/I$ is a field.
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Given an algebra $\mathcal{A}$, an additive group $P$ is said to be a left (resp. right) $\mathcal{A}$-module if it is provided with distributive multiplication $\mathcal{A} \times P \rightarrow P$ by elements of $\mathcal{A}$ such that $(ab)p = a(bp)$ (resp. $(ab)p = b(ap)$) for all $a, b \in \mathcal{A}$ and $p \in P$. If $\mathcal{A}$ is a ring, one additionally assumes that $1p = p = p1$ for all $p \in P$. Left and right module structures are usually written by means of left and right multiplications $(a, p) \rightarrow ap$ and $(a, p) \rightarrow pa$, respectively. If $P$ is both a left module over an algebra $\mathcal{A}$ and a right module over an algebra $\mathcal{A}'$, it is called an $(\mathcal{A}−\mathcal{A}')$-bimodule (an $\mathcal{A}$-bimodule if $\mathcal{A} = \mathcal{A}'$). If $\mathcal{A}$ is a commutative algebra, an $\mathcal{A}$-bimodule $P$ is said to be commutative if $ap = pa$ for all $a \in \mathcal{A}$ and $p \in P$. Any left or right module over a commutative algebra $\mathcal{A}$ can be brought into a commutative bimodule. Therefore, unless otherwise stated, any module over a commutative algebra $\mathcal{A}$ is called an $\mathcal{A}$-module. A module over a field is called a vector space.

If an algebra $\mathcal{A}$ is a module over a commutative ring $K$, it is said to be a $K$-algebra. Any algebra can be seen as a $\mathbb{Z}$-algebra. Any ideal of an algebra $\mathcal{A}$ is an $\mathcal{A}$-module.

Hereafter, all associative algebras are assumed to be commutative.

The following are standard constructions of new modules from old ones.

- The **direct sum** $P_1 \oplus P_2$ of $\mathcal{A}$-modules $P_1$ and $P_2$ is the additive group $P_1 \times P_2$ provided with the $\mathcal{A}$-module structure
  $$a(p_1, p_2) = (ap_1, ap_2), \quad p_{1,2} \in P_{1,2}, \quad a \in \mathcal{A}.$$  
  Let $\{P_i\}_{i \in I}$ be a set of modules. Their direct sum $\bigoplus P_i$ consists of elements $(\ldots, p_i, \ldots)$ of the Cartesian product $\prod P_i$ such that $p_i \neq 0$ at most for a finite number of indices $i \in I$.

- Given a submodule $Q$ of an $\mathcal{A}$-module $P$, the quotient $P/Q$ of the additive group $P$ with respect to its subgroup $Q$ also is provided with an $\mathcal{A}$-module structure. It is called a **factor module**.

- The set $\text{Hom}_\mathcal{A}(P, Q)$ of $\mathcal{A}$-linear morphisms of an $\mathcal{A}$-module $P$ to an $\mathcal{A}$-module $Q$ is naturally an $\mathcal{A}$-module. The $\mathcal{A}$-module $P^* = \text{Hom}_\mathcal{A}(P, \mathcal{A})$ is called the **dual** of an $\mathcal{A}$-module $P$. There is a natural monomorphism $P \rightarrow P^{**}$.

- The **tensor product** $P \otimes Q$ of $\mathcal{A}$-modules $P$ and $Q$ is an additive group which is generated by elements $p \otimes q$, $p \in P$, $q \in Q$, obeying the relations
  $$(p + p') \otimes q = p \otimes q + p' \otimes q,$$
  $$p \otimes (q + q') = p \otimes q + p \otimes q',$$
  $$pa \otimes q = p \otimes aq, \quad p \in P, \quad q \in Q, \quad a \in \mathcal{A}.$$
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It is provided with the $A$-module structure

$$a(p \otimes q) = (ap) \otimes q = p \otimes (qa) = (p \otimes q)a.$$  

In particular, we have the following.

(i) If a ring $A$ is treated as an $A$-module, the tensor product $A \otimes_A Q$ is canonically isomorphic to $Q$ via the assignment

$$A \otimes_A Q \ni a \otimes q \mapsto aq \in Q.$$  

(ii) The tensor product of Abelian groups $G$ and $G'$ is defined as their tensor product $G \otimes G'$ as $\mathbb{Z}$-modules. For instance, if one of them is a finite group, then $G \otimes G' = 0$.

(iii) The tensor product of commutative algebras $A$ and $A'$ is defined as their tensor product $A \otimes A'$ as modules provided with the multiplication

$$(a \otimes a')(b \otimes b') = (ab') \otimes bb'.$$

An $A$-module $P$ is called free if it has a basis, i.e., a linearly independent subset $I \subset P$ spanning $P$ such that each element of $P$ has a unique expression as a linear combination of elements of $I$ with a finite number of non-zero coefficients from an algebra $A$. Any vector space is free. Any module is isomorphic to a quotient of a free module. A module is said to be finitely generated (or of finite rank) if it is a quotient of a free module with a finite basis.

One says that a module $P$ is projective if it is a direct summand of a free module, i.e., there exists a module $Q$ such that $P \oplus Q$ is a free module. A module $P$ is projective if and only if $P = pS$ where $S$ is a free module and $p$ is a projector of $S$, i.e., $p^2 = p$. If $P$ is a projective module of finite rank over a ring, then its dual $P^*$ is so, and $P^{**}$ is isomorphic to $P$.

**Theorem 10.1.1.** Any projective module over a local ring is free.

Now we focus on exact sequences, direct and inverse limits of modules [108; 114]. A composition of module morphisms

$$P \xrightarrow{i} Q \xrightarrow{j} T$$

is said to be exact at $Q$ if $\text{Ker} \ j = \text{Im} \ i$. A composition of module morphisms

$$0 \to P \xrightarrow{i} Q \xrightarrow{j} T \to 0$$

(10.1.1)

is called a short exact sequence if it is exact at all the terms $P$, $Q$, and $T$. This condition implies that: (i) $i$ is a monomorphism, (ii) $\text{Ker} \ j = \text{Im} \ i$, and (iii) $j$ is an epimorphism onto the quotient $T = Q/P$. 

Theorem 10.1.2. Given an exact sequence of modules (10.1.1) and another $\mathcal{A}$-module $R$, the sequence of modules

$$0 \to \text{Hom}_\mathcal{A}(T, R) \xrightarrow{j^*} \text{Hom}_\mathcal{A}(Q, R) \xrightarrow{i^*} \text{Hom}(P, R)$$

is exact at the first and second terms, i.e., $j^*$ is a monomorphism, but $i^*$ need not be an epimorphism.

One says that the exact sequence (10.1.1) is split if there exists a monomorphism $s: T \to Q$ such that $j \circ s = \text{Id}_T$ or, equivalently, $Q = i(P) \oplus s(T) \cong P \oplus T$.

Theorem 10.1.3. The exact sequence (10.1.1) is always split if $T$ is a projective module.

A directed set $I$ is a set with an order relation $<$ which satisfies the following three conditions: (i) $i < i$, for all $i \in I$; (ii) if $i < j$ and $j < k$, then $i < k$; (iii) for any $i, j \in I$, there exists $k \in I$ such that $i < k$ and $j < k$. It may happen that $i \neq j$, but $i < j$ and $j < i$ simultaneously.

A family of modules $\{P_i\}_{i \in I}$ (over the same algebra), indexed by a directed set $I$, is called a direct system if, for any pair $i < j$, there exists a morphism $r_{ij}: P_i \to P_j$ such that $r_{ii} = \text{Id}_{P_i}$, $r_{ij} \circ r_{jk} = r_{ik}$, $i < j < k$.

A direct system of modules admits a direct limit. This is a module $P_\infty$ together with morphisms $r_{ij}: P_i \to P_\infty$ such that $r_{ij} = r_{ik} \circ r_{kj}$ for all $i < j$. The module $P_\infty$ consists of elements of the direct sum $\bigoplus_i P_i$ modulo the identification of elements of $P_i$ with their images in $P_j$ for all $i < j$. An example of a direct system is a direct sequence

$$P_0 \to P_1 \to \cdots P_i \xrightarrow{r_{i+1}} \cdots, \quad i = N.$$ (10.1.2)

Note that direct limits also exist in the categories of commutative and graded commutative algebras and rings, but not in categories containing non-Abelian groups.

Theorem 10.1.4. Direct limits commute with direct sums and tensor products of modules. Namely, let $\{P_i\}$ and $\{Q_i\}$ be two direct systems of modules over the same algebra which are indexed by the same directed set $I$, and let $P_\infty$ and $Q_\infty$ be their direct limits. Then the direct limits of the direct systems $\{P_i \oplus Q_i\}$ and $\{P_i \otimes Q_i\}$ are $P_\infty \oplus Q_\infty$ and $P_\infty \otimes Q_\infty$, respectively.
Theorem 10.1.5. A morphism of a direct system \( \{ P_i, r_{ij} \}_I \) to a direct system \( \{ Q_i', r_{ij}' \}_I' \) consists of an order preserving map \( f : I \to I' \) and morphisms
\[
F_i : P_i \to Q_{f(i)}
\]
which obey the compatibility conditions
\[
\rho_{f(i)}^j \circ F_i = F_j \circ r_{ij}.
\]
If \( P_\infty \) and \( Q_\infty \) are limits of these direct systems, there exists a unique morphism
\[
F_\infty : P_\infty \to Q_\infty
\]
such that
\[
\rho_\infty^j \circ F_\infty = F_j \circ r_{\infty j}.
\]

Theorem 10.1.6. Direct limits preserve monomorphisms and epimorphisms, i.e., if all
\[
F_i : P_i \to Q_{f(i)}
\]
are monomorphisms or epimorphisms, so is
\[
\Phi_\infty : P_\infty \to Q_\infty.
\]

Let short exact sequences
\[
0 \to P_i \overset{F_i}{\to} Q_i \overset{\Phi_i}{\to} T_i \to 0 \quad (10.1.3)
\]
for all \( i \in I \) define a short exact sequence of direct systems of modules \( \{ P_i \}_I, \{ Q_i \}_I, \) and \( \{ T_i \}_I \) which are indexed by the same directed set \( I \). Then their direct limits form a short exact sequence
\[
0 \to P_\infty \overset{F_\infty}{\to} Q_\infty \overset{\Phi_\infty}{\to} T_\infty \to 0. \quad (10.1.4)
\]

In particular, the direct limit of factor modules \( Q_i/P_i \) is the factor module \( Q_\infty/P_\infty \). By virtue of Theorem 10.1.4, if all the exact sequences (10.1.3) are split, the exact sequence (10.1.4) is well.

Remark 10.1.1. Let \( P \) be an \( A \)-module. We denote
\[
P^{\otimes k} = \bigotimes P.
\]
Let us consider the direct system of \( A \)-modules with respect to monomorphisms
\[
A \longrightarrow (A \oplus P) \longrightarrow \cdots (A \oplus P \oplus \cdots \oplus P^{\otimes k}) \longrightarrow \cdots.
\]
Its direct limit

\[ \otimes P = A \oplus P \oplus \cdots \oplus P \otimes k \oplus \cdots \]  

(10.1.5)
is an \( \mathbb{N} \)-graded \( A \)-algebra with respect to the tensor product \( \otimes \). It is called the tensor algebra of a module \( P \). Its quotient with respect to the ideal generated by elements

\[ p \otimes p' + p' \otimes p, \quad p, p' \in P, \]
is an \( \mathbb{N} \)-graded commutative algebra, called the exterior algebra of a module \( P \).

Given an inverse sequences of modules

\[ P^0 \leftarrow P^1 \leftarrow \cdots \leftarrow P^i \leftarrow P^{i+1} \leftarrow \cdots, \]  

(10.1.6)
its inductive limit is a module \( P^\infty \) together with morphisms \( \pi^i_\infty : P^\infty \rightarrow P^i \) such that

\[ \pi^i_\infty = \pi^j_i \circ \pi^j_\infty \]
for all \( i < j \). It consists of elements \((\ldots, p^i, \ldots) \), \( p^i \in P^i \), of the Cartesian product \( \prod P^i \) such that \( p^i = \pi^j_i(p^j) \) for all \( i < j \).

**Theorem 10.1.7.** Inductive limits preserve monomorphisms, but not epimorphisms. Let exact sequences

\[ 0 \rightarrow P^i F^i \rightarrow Q^i \Phi^i \rightarrow T^i, \quad i \in \mathbb{N}, \]
for all \( i \in \mathbb{N} \) define an exact sequence of inverse systems of modules \( \{P^i\} \), \( \{Q^i\} \) and \( \{T^i\} \). Then their inductive limits form an exact sequence

\[ 0 \rightarrow P^\infty F^\infty \rightarrow Q^\infty \Phi^\infty \rightarrow T^\infty. \]

In contrast with direct limits, the inductive ones exist in the category of groups which are not necessarily commutative.

### 10.2 Differential operators on modules

This Section addresses the notion of a linear differential operator on a module over a commutative ring [71; 96].

Let \( K \) be a commutative ring and \( A \) a commutative \( K \)-ring. Let \( P \) and \( Q \) be \( A \)-modules. The \( K \)-module \( \text{Hom}_K(P, Q) \) of \( K \)-module homomorphisms \( \Phi : P \rightarrow Q \) can be endowed with the two different \( A \)-module structures

\[(a \Phi)(p) = a \Phi(p), \quad (\Phi \circ a)(p) = \Phi(ap), \quad a \in A, \quad p \in P. \]  

(10.2.1)
For the sake of convenience, we refer to the second one as the $\mathcal{A}$-module structure. Let us put
$$\delta_a \Phi = a \Phi - \Phi \cdot a, \quad a \in \mathcal{A}. \quad (10.2.2)$$

**Definition 10.2.1.** An element $\Delta \in \text{Hom}_K(P, Q)$ is called a $Q$-valued differential operator of order $s$ on $P$ if
$$\delta_{a_0} \circ \cdots \circ \delta_{a_s} \Delta = 0$$
for any tuple of $s + 1$ elements $a_0, \ldots, a_s$ of $\mathcal{A}$. The set $\text{Diff}_s(P, Q)$ of these operators inherits the $\mathcal{A}$- and $\mathcal{A}^\bullet$-module structures (10.2.1).

In particular, zero order differential operators obey the condition
$$\delta_a \Delta(p) = a \Delta(p) - \Delta(ap) = 0, \quad a \in \mathcal{A}, \quad p \in P,$$
and, consequently, they coincide with $\mathcal{A}$-module morphisms $P \to Q$. A first order differential operator $\Delta$ satisfies the condition
$$\delta_b \circ \delta_a \Delta(p) = ba \Delta(p) - b \Delta(ap) - a \Delta(bp) + \Delta(abp) = 0, \quad a, b \in \mathcal{A}. \quad (10.2.3)$$

The following fact reduces the study of $Q$-valued differential operators on an $\mathcal{A}$-module $P$ to that of $Q$-valued differential operators on the ring $\mathcal{A}$.

**Theorem 10.2.1.** Let us consider the $\mathcal{A}$-module morphism
$$h_s : \text{Diff}_s(\mathcal{A}, Q) \to Q, \quad h_s(\Delta) = \Delta(1). \quad (10.2.4)$$
Any $Q$-valued $s$-order differential operator $\Delta \in \text{Diff}_s(P, Q)$ on $P$ uniquely factorizes as
$$\Delta : P \xrightarrow{f_\Delta} \text{Diff}_s(\mathcal{A}, Q) \xrightarrow{h_s} Q \quad (10.2.5)$$
through the morphism $h_s$ (10.2.4) and some homomorphism $f_\Delta : P \to \text{Diff}_s(\mathcal{A}, Q)$, $(f_\Delta p)(a) = \Delta(ap), \quad a \in \mathcal{A}, \quad (10.2.6)$ of the $\mathcal{A}$-module $P$ to the $\mathcal{A}^\bullet$-module $\text{Diff}_s(\mathcal{A}, Q)$. The assignment $\Delta \to f_\Delta$ defines the isomorphism
$$\text{Diff}_s(P, Q) = \text{Hom}_{\mathcal{A}^\bullet}(P, \text{Diff}_s(\mathcal{A}, Q)). \quad (10.2.7)$$

Let $P = \mathcal{A}$. Any zero order $Q$-valued differential operator $\Delta$ on $\mathcal{A}$ is defined by its value $\Delta(1)$. Then there is an isomorphism
$$\text{Diff}_0(\mathcal{A}, Q) = Q$$
via the association
$$Q \ni q \to \Delta_q \in \text{Diff}_0(\mathcal{A}, Q),$$
where $\Delta_q$ is given by the equality $\Delta_q(1) = q$. A first order $Q$-valued differential operator $\Delta$ on $\mathcal{A}$ fulfills the condition

$$\Delta(ab) = b\Delta(a) + a\Delta(b) - ba\Delta(1), \quad a, b \in \mathcal{A}.$$ 

It is called a $Q$-valued derivation of $\mathcal{A}$ if $\Delta(1) = 0$, i.e., the Leibniz rule

$$\Delta(ab) = \Delta(a)b + a\Delta(b), \quad a, b \in \mathcal{A}, \quad (10.2.8)$$

holds. One obtains at once that any first order differential operator on $\mathcal{A}$ falls into the sum

$$\Delta(a) = a\Delta(1) + [\Delta(a) - a\Delta(1)]$$

of the zero order differential operator $a\Delta(1)$ and the derivation $\Delta(a) - a\Delta(1)$. If $\partial$ is a $Q$-valued derivation of $\mathcal{A}$, then $a\partial$ is well for any $a \in \mathcal{A}$. Hence, $Q$-valued derivations of $\mathcal{A}$ constitute an $\mathcal{A}$-module $\mathfrak{d}(\mathcal{A}, Q)$, called the derivation module. There is the $\mathcal{A}$-module decomposition

$$\text{Diff}^1(\mathcal{A}, Q) = Q \oplus \mathfrak{d}(\mathcal{A}, Q). \quad (10.2.9)$$

If $P = Q = \mathcal{A}$, the derivation module $\mathfrak{d}P$ of $\mathcal{A}$ also is a Lie $\mathcal{K}$-algebra with respect to the Lie bracket

$$[u, u'] = u \circ u' - u' \circ u, \quad u, u' \in \mathcal{A}. \quad (10.2.10)$$

Accordingly, the decomposition (10.2.9) takes the form

$$\text{Diff}^1(\mathcal{A}) = \mathcal{A} \oplus \mathfrak{d}A. \quad (10.2.11)$$

**Definition 10.2.2.** A connection on an $\mathcal{A}$-module $P$ is an $\mathcal{A}$-module morphism

$$\mathfrak{d}A \ni u \to \nabla_u \in \text{Diff}^1(P, P) \quad (10.2.12)$$

such that the first order differential operators $\nabla_u$ obey the Leibniz rule

$$\nabla_u(ap) = u(a)p + a\nabla_u(p), \quad a \in \mathcal{A}, \quad p \in P. \quad (10.2.13)$$

Though $\nabla_u$ (10.2.12) is called a connection, it in fact is a covariant differential on a module $P$.

Let $P$ be a commutative $\mathcal{A}$-ring and $\mathfrak{d}P$ the derivation module of $P$ as a $\mathcal{K}$-ring. The $\mathfrak{d}P$ is both a $P$- and $\mathcal{A}$-module. Then Definition 10.2.2 is modified as follows.

**Definition 10.2.3.** A connection on an $\mathcal{A}$-ring $P$ is an $\mathcal{A}$-module morphism

$$\mathfrak{d}A \ni u \to \nabla_u \in \mathfrak{d}P \subset \text{Diff}^1(P, P), \quad (10.2.14)$$

which is a connection on $P$ as an $\mathcal{A}$-module, i.e., obeys the Leibniz rule (10.2.13).
10.3 Homology and cohomology of complexes

This Section summarizes the relevant basics on complexes of modules over a commutative ring [108; 114].

Let $\mathcal{K}$ be a commutative ring. A sequence

$$0 \leftarrow B_0 \xleftarrow{\partial_1} B_1 \xleftarrow{\partial_2} \cdots B_p \xleftarrow{\partial_{p+1}} \cdots$$  \hspace{1cm} (10.3.1)

of $\mathcal{K}$-modules $B_p$ and homomorphisms $\partial_p$ is said to be a chain complex if

$$\partial_p \circ \partial_{p+1} = 0, \quad p \in \mathbb{N},$$

i.e., $\text{Im} \partial_{p+1} \subset \text{Ker} \partial_p$. Homomorphisms $\partial_p$ are called boundary operators. Elements of a module $B_p$, its submodules $\text{Ker} \partial_p \subset B_p$ and $\text{Im} \partial_{p+1} \subset \text{Ker} \partial_p$ are called $p$-chains, $p$-cycles and $p$-boundaries, respectively. The $p$-th homology group of the chain complex $B_\ast$ (10.3.1) is defined as the factor module

$$H_p(B_\ast) = \text{Ker} \partial_p / \text{Im} \partial_{p+1}.$$

It is a $\mathcal{K}$-module. In particular, we have

$$H_0(B_\ast) = B_0 / \text{Im} \partial_1.$$

The chain complex (10.3.1) is exact at a term $B_p$ if and only if $H_p(B_\ast) = 0$. This complex is said to be exact if its homology groups $H_{p \leq k}(B_\ast)$ are trivial. It is called exact if all its homology groups are trivial, i.e., it is an exact sequence.

A sequence

$$0 \rightarrow B^0 \xrightarrow{\delta^0} B^1 \xrightarrow{\delta^1} \cdots B^p \xrightarrow{\delta^p} \cdots$$  \hspace{1cm} (10.3.2)

of modules $B^p$ and their homomorphisms $\delta^p$ is said to be a cochain complex (or, simply, a complex) if

$$\delta^{p+1} \circ \delta^p = 0, \quad p \in \mathbb{N},$$

i.e., $\text{Im} \delta^p \subset \text{Ker} \delta^{p+1}$. The homomorphisms $\delta^p$ are called coboundary operators. For the sake of convenience, let us denote

$$\delta^{n-1} : 0 \rightarrow B^0.$$

Elements of a module $B^p$, its submodules $\text{Ker} \delta^p \subset B^p$ and $\text{Im} \delta^{p-1}$ are called $p$-cochains, $p$-cocycles and $p$-coboundaries, respectively. The $p$-th cohomology group of the complex $B^\ast$ (10.3.2) is the factor module

$$H^p(B^\ast) = \text{Ker} \delta^p / \text{Im} \delta^{p-1}.$$
It is a $K$-module. In particular,
\[ H^0(B^*) = \text{Ker}\, \delta^0. \]
The complex (10.3.2) is exact at a term $B^p$ if and only if $H^p(B^*) = 0$. This complex is an exact sequence if all its cohomology groups are trivial.

**Remark 10.3.1.** Given a chain complex $B_\ast$ (10.3.1), let $B^p = B^*_p$ be the $K$-duals of $B_p$. Let us define the $K$-module homomorphisms $\delta^p : B^p \rightarrow B^{p+1}$ as
\[ \delta^p b^p = b^p \circ \partial_{p+1} : B^p \rightarrow K, \quad b^p \in B^p. \quad (10.3.3) \]
It is readily observed that $\delta^{p+1} \circ \delta^p = 0$. Then $\{B^p, \delta^p\}$ is the dual complex of the chain complex $B_\ast$. Let us note that, if the chain complex $B_\ast$ is exact, the dual complex need not be so (see Theorem 10.1.2).

A complex $(B^\ast, \delta^\ast)$ is called acyclic if its cohomology groups $H^{p>0}(B^\ast)$ are trivial. It is acyclic if there exists a homotopy operator $h$, defined as a set of module morphisms $h^p : B^p \rightarrow B^p$, $p \in \mathbb{N}$, such that
\[ h^{p+1} \circ \delta^p + \delta^{p-1} \circ h^p = \text{Id} B^p, \quad p \in \mathbb{N}_+. \]
Indeed, if $\delta^p b^p = 0$, then
\[ b^p = \delta^{p-1}(h^p b^p), \]
and $H^{p>0}(B^\ast) = 0$. A complex $(B^\ast, \delta^\ast)$ is said to be a resolution of a module $B$ if it is acyclic and
\[ H^0(B^*) = \text{Ker}\, \delta^0 = B. \]

The following are the standard constructions of new complexes from old ones.
- Given complexes $(B^*_1, \delta^*_1)$ and $(B^*_2, \delta^*_2)$, their direct sum $B^*_1 \oplus B^*_2$ is a complex of modules
\[ (B^*_1 \oplus B^*_2)^p = B^*_1 \oplus B^*_2 \]
with respect to the coboundary operators
\[ \delta^p \circ (b^p_1 + b^p_2) = \delta^p_1 b^p_1 + \delta^p_2 b^p_2. \]
- Given a subcomplex $(C^\ast, \delta^\ast)$ of a complex $(B^\ast, \delta^\ast)$, the factor complex $B^\ast/C^\ast$ is defined as a complex of factor modules $B^p/C^p$ provided with the coboundary operators
\[ \delta^p[b^p] = [\delta^p b^p], \]
where \([b^p] \in B^p/C^p\) denotes the coset of an element \(b^p\).

- Given complexes \((B_1^\ast, \delta_1^\ast)\) and \((B_2^\ast, \delta_2^\ast)\), their tensor product \(B_1^\ast \otimes B_2^\ast\) is a complex of modules

\[
(B_1^\ast \otimes B_2^\ast)^p = \bigoplus_{k+r=p} B_k^k \otimes B_r^r
\]

with respect to the coboundary operators

\[
\delta_p^\ast (b_k^k \otimes b_r^r) = (\delta_k^r b_k^k) \otimes b_r^r + (-1)^k b_k^k \otimes (\delta_r^r b_r^r).
\]

A cochain morphism of complexes

\[
\gamma : B_1^\ast \rightarrow B_2^\ast
\]

is defined as a family of degree-preserving homomorphisms

\[
\gamma^p : B_1^p \rightarrow B_2^p, \quad p \in \mathbb{N},
\]

such that

\[
\delta_2^p \circ \gamma^p = \gamma^{p+1} \circ \delta_1^p, \quad p \in \mathbb{N}.
\]

It follows that if \(b^p \in B_1^p\) is a cocycle or a coboundary, then \(\gamma^p(b^p) \in B_2^p\) is so. Therefore, the cochain morphism of complexes (10.3.4) yields an induced homomorphism of their cohomology groups

\[
[\gamma]^\ast : H^\ast(B_1^\ast) \rightarrow H^\ast(B_2^\ast).
\]

Let short exact sequences

\[
0 \rightarrow C^p \xrightarrow{\tau^p} B^p \xrightarrow{\zeta^p} F^p \rightarrow 0
\]

for all \(p \in \mathbb{N}\) define a short exact sequence of complexes

\[
0 \rightarrow C^\ast \xrightarrow{\tau^\ast} B^\ast \xrightarrow{\zeta^\ast} F^\ast \rightarrow 0,
\]

where \(\gamma\) is a cochain monomorphism and \(\zeta\) is a cochain epimorphism onto the quotient \(F^\ast = B^\ast/C^\ast\).

**Theorem 10.3.1.** The short exact sequence of complexes (10.3.5) yields the long exact sequence of their cohomology groups

\[
0 \rightarrow H^0(C^\ast) \xrightarrow{[\gamma]^0} H^0(B^\ast) \xrightarrow{[\zeta]^0} H^0(F^\ast) \xrightarrow{\tau^0} H^1(C^\ast) \rightarrow \cdots (10.3.6)
\]

\[
\cdots \rightarrow H^p(C^\ast) \xrightarrow{[\gamma]^p} H^p(B^\ast) \xrightarrow{[\zeta]^p} H^p(F^\ast) \xrightarrow{\tau^p} H^{p+1}(C^\ast) \rightarrow \cdots .
\]

**Theorem 10.3.2.** A direct sequence of complexes

\[
B_0^\ast \rightarrow B_1^\ast \rightarrow \cdots \rightarrow B_k^\ast \rightarrow B_{k+1}^\ast \rightarrow \cdots
\]

admits a direct limit \(B_\infty^\ast\), which is a complex whose cohomology \(H^\ast(B_\infty^\ast)\) is a direct limit of the direct sequence of cohomology groups

\[
H^\ast(B_0^\ast) \rightarrow H^\ast(B_1^\ast) \rightarrow \cdots H^\ast(B_k^\ast) \xrightarrow{[\gamma]^k_{k+1}} H^\ast(B_{k+1}^\ast) \rightarrow \cdots
\]
### 10.4 Cohomology of groups

Cohomology of groups that we here describe characterize extension of these groups by a commutative group [108].

One can associate to any set \( Z \) the following chain complex. Let \( Z_k \) be a free \( Z \)-module whose basis is the Cartesian product \( \times \ Z \). In particular, \( Z_0 \) is a free \( Z \)-module whose basis is \( Z \). Let us define \( \mathbb{Z} \)-linear homomorphisms

\[
\begin{align*}
\partial_0 : Z_0 \ni m_i(z_i^0) &\rightarrow \sum_i m_i \in \mathbb{Z}, \quad m_i \in \mathbb{Z}, \\
\partial_{k+1} : Z_{k+1} &\rightarrow Z_k, \quad k \in \mathbb{N}, \\
\partial_{k+1}(z_0, \ldots, z_{k+1}) &\rightarrow \sum_{j=0}^{k+1} (-1)^j(z_0, \ldots, \hat{z}_j, \ldots, z_{k+1}),
\end{align*}
\]

where the caret \( \hat{\cdot} \) denotes omission. It is readily observed that \( \partial_k \circ \partial_{k+1} = 0 \) for all \( k \in \mathbb{N} \). Thus, we obtain the chain complex

\[
0 \leftarrow Z \xrightarrow{\partial_0} Z_0 \xrightarrow{\partial_1} Z_1 \leftarrow Z_2 \leftarrow \cdots
\]

called the standard chain complex of a set \( Z \). This complex is exact.

Let \( Z = G \) be a group and \( G^* \) the standard chain complex

\[
0 \leftarrow Z \xrightarrow{\partial_0} G_0 \xrightarrow{\partial_1} G_1 \leftarrow G_2 \leftarrow \cdots
\]

A \( \mathbb{Z} \)-module \( G_0 \) becomes a ring with respect to the multiplication

\[
(m_r g^r)(n_k g^k) = m_r n_k (g^r g^k), \quad m_r, n_k \in \mathbb{Z}, \quad g^r, g^k \in G.
\]

It is called the group ring \( \mathbb{Z}G \). Accordingly, a set \( G_k, k > 0 \), is brought into a free left \( \mathbb{Z}G \)-module by letting

\[
g(g_0, \ldots, g_k) = (gg_0, \ldots, gg_k), \quad g \in G.
\]

Its basis consists of \((k + 1)\)-tuples \((1, g_1, \ldots, g_k)\). For the sake of simplicity, left \( \mathbb{Z}G \)-modules are usually called group \( G \)-modules. It is readily observed that the boundary operators \( \partial_0 \) (10.4.1) and \( \partial_{k>0} \) (10.4.2) are \( G \)-module morphisms, where \( Z \) is regarded as a trivial \( G \)-module.

Let us consider an isomorphic chain complex \( G_* \) of \( G \)-modules. Its term \( G_{k>0} \) is a free \( G \)-module whose basis consists of the \( k \)-tuples \([g_1, \ldots, g_k]\), while elements of \( G_0 = \mathbb{Z}G \) are \( m_r g^r [ \ ] \). The boundary operators of the chain complex \( G_* \) are given by the formula

\[
\begin{align*}
\partial_{k>0}[g_1, \ldots, g_k] &\rightarrow g_1[g_2, \ldots, g_k] + \\
\sum_j (-1)^j[g_1, \ldots, g_j g_{j+1}, \ldots, g_k] + (-1)^k[g_1, \ldots, g_{k-1}],
\end{align*}
\]
and $\partial_0(\{\}) = 1$ is a group module morphism from $\mathbb{Z}G$ to $\mathbb{Z}$. The chain complexes $G_*$ and $G_*$ are isomorphic via the association

$$[g_1, \ldots, g_k] \mapsto (1, g_1, g_1g_2, \ldots, g_1 \cdots g_k).$$

Let $A$ be a left $G$-module. Given the chain complex $G^*$, let us consider the cochain complex whose terms

$$G^k = \text{Hom}_G(G_k, A)$$

are left $G$-modules of group module morphisms $f^k : g_k \rightarrow A$. These morphisms also can be seen as $A$-valued functions $f^k(g_1, \ldots, g_k)$ of $k$ arguments on a group $G$. In accordance with the formula (10.3.3), the coboundary operators of the complex $G^*$ are defined as

$$(\delta^k f^k)(g_1, \ldots, g_{k+1}) = f^k(\partial_{k+1}[g_1, \ldots, g_{k+1}]) = g_1 f^k(g_2, \ldots, g_{k+1}) + \sum_j (-1)^jf^k(g_1, \ldots, g_jg_{j+1}, \ldots, g_{k+1}) + (-1)^{k+1}f^k(g_1, \ldots, g_k), \quad k \in \mathbb{N}. \tag{10.4.6}$$

In particular, the module $G^0$ is isomorphic to $A$ via the association

$$A \ni a \mapsto f^0_a(\{\}) = a.$$

For instance, we have

$$\delta^0 f^0_a(g) = ga - a, \quad g \in G, \tag{10.4.7}$$

$$\delta^1 f^1(g_1, g_2) = g_1f^1(g_2) - f^1(g_1g_2) + f^1(g_1). \tag{10.4.8}$$

$$\delta^2 f^2(g_1, g_2, g_3) = g_1f^2(g_2, g_3) - f^2(g_1g_2, g_3) + f^2(g_1, g_2g_3) - f^2(g_1, g_2). \tag{10.4.9}$$

Cohomology $H^*(G, A)$ of the complex $G^*$ is called cohomology of the group $G$ with coefficients in a $G$-module $A$. In particular, the expression (10.4.7) shows that

$$H^0(G, A) = \text{Ker} \delta^0$$

is isomorphic to the additive subgroup of $G$-invariant elements of $A$. By cohomology of a group $G$ with coefficients in a $G$-module $A$ also is meant the cohomology $H^*_0(G, A)$ of the subcomplex $G^*_0$ of the complex $G^*$ whose $k$-cochains are $A$-valued functions of $k$ arguments from $G$ which vanish whenever one of the arguments is equal to $1$. It is easily verified that $\delta^k G^k_0 \subset G^k_{0+1}$. 

Appendixes

Let us show that the cohomology group $H^2_0(G, A)$ classifies the extensions of a group $G$ by an additive group $A$. Such an extension is defined as a sequence

$$0 \rightarrow A \xrightarrow{i} W \xrightarrow{\pi} G \rightarrow 1$$

(10.4.10)

of group homomorphisms, where $i$ is a monomorphism onto a normal subgroup of $W$ and $\pi$ is an epimorphism onto the factor group $G = W/A$, i.e., $\text{Im} \ i = \pi^{-1}(1)$. By analogy with sequences of additive groups, the sequence (10.4.10) is said to be exact. For the sake of simplicity, let us identify $A$ with its image $i(A) \subset W$, and let us write the group operation in $W$ in the additive form.

Any extension (10.4.10) yields a homomorphism of $G$ to the group of automorphisms of $A$ as follows. Let $w(g)$ be representatives in $W$ of elements $g \in G$. Then any element $w \in W$ is uniquely written in the form $w = a + w(g)$, $a \in A$.

Let us consider the automorphism

$$\phi_g : a \rightarrow ga = w(g) + a - w(g), \quad a \in A.$$  

(10.4.11)

Certainly, this automorphism depends only on an element $g \in G$, but not on its representative in $W$. The association $g \rightarrow \phi_g$ defines a desired homomorphism

$$\phi : G \rightarrow \text{Aut} A.$$  

(10.4.12)

This homomorphism $\phi$ makes $A$ to a $G$-module denoted by $A_\phi$.

Conversely, the homomorphism $\phi$ (10.4.12) corresponds to some extension (10.4.10) of the group $G$. Among these extensions, there is the semidirect product $W = A \times_\phi G$ with the group operation

$$(a, g) + (a', g') = (a + ga', gg'), \quad ga' = \phi_g(a').$$


**Theorem 10.4.1.** There is one-to-one correspondence between the classes of isomorphic extensions (10.4.10) of a group $G$ by a commutative group $A$ associated to the same homomorphism $\phi$ (10.4.12) and the elements of the cohomology group $H^2_0(G, A_\phi)$ [108].

In particular, the semidirect product $A \times_\phi G$ corresponds to $0$ of the cohomology group $H^2_0(G, A_\phi)$. 
10.5 Cohomology of Lie algebras

Let \( g \) be a Lie algebra over a commutative ring \( K \). Let \( g \) act on a \( K \)-module \( P \) on the left such that

\[
[\varepsilon, \varepsilon'] = (\varepsilon \circ \varepsilon' - \varepsilon' \circ \varepsilon), \quad \varepsilon, \varepsilon' \in g.
\]

Then one calls \( P \) the Lie algebra \( g \)-module. Let us consider \( K \)-multilinear skew-symmetric maps \( c^k : k \times g \rightarrow P \). They form a \( g \)-module \( C^k[g; P] \). Let us put \( C^0[g; P] = P \). We obtain the cochain complex

\[
0 \rightarrow P \xrightarrow{\delta^0} C^1[g; P] \xrightarrow{\delta^1} \cdots \xrightarrow{\delta^k} \cdots
\]

with respect to the Chevalley–Eilenberg coboundary operators

\[
\delta^k c^k(\varepsilon_0, \ldots, \varepsilon_k) = \sum_{i=0}^{k} (-1)^i \varepsilon_i c^k(\varepsilon_0, \ldots, \hat{\varepsilon}_i, \ldots, \varepsilon_k) + \sum_{1 \leq i < j \leq k} (-1)^{i+j} c^k([\varepsilon_i, \varepsilon_j], \varepsilon_0, \ldots, \hat{\varepsilon}_i, \ldots, \hat{\varepsilon}_j, \ldots, \varepsilon_k),
\]

where the caret \( \hat{\cdot} \) denotes omission [46]. For instance, we have

\[
\delta^0 p(\varepsilon_0) = \varepsilon_0 p, \quad \delta^1 c^1(\varepsilon_0, \varepsilon_1) = \varepsilon_0 c^1(\varepsilon_1) - \varepsilon_1 c^1(\varepsilon_0) - c^1([\varepsilon_0, \varepsilon_1]).
\]

The complex (10.5.1) is called the Chevalley–Eilenberg complex, and its cohomology \( H^*(g; P) \) is the Chevalley–Eilenberg cohomology of a Lie algebra \( g \) with coefficients in \( P \).

In particular, let \( P = K \) and \( g : K \rightarrow 0 \). Then the Chevalley–Eilenberg complex \( C^*[g; K] \) is the exterior algebra \( \wedge g^* \) of the Lie coalgebra \( g^* \). The Chevalley–Eilenberg coboundary operators (10.5.2) on this algebra read

\[
\delta^k c^k(\varepsilon_0, \ldots, \varepsilon_k) = \sum_{i < j} (-1)^{i+j} c^k([\varepsilon_i, \varepsilon_j], \varepsilon_0, \ldots, \hat{\varepsilon}_i, \ldots, \hat{\varepsilon}_j, \ldots, \varepsilon_k).
\]

In particular, we have

\[
\delta^0 c^0(\varepsilon_0) = 0, \quad c^0 \in K, \\
\delta^1 c^1(\varepsilon_0, \varepsilon_1) = -c^1([\varepsilon_0, \varepsilon_1]), \quad c^1 \in g^*, \\
\delta^2 c^2(\varepsilon_0, \varepsilon_1, \varepsilon_2) = -c^2([\varepsilon_0, \varepsilon_1], \varepsilon_2) + c^2([\varepsilon_0, \varepsilon_2], \varepsilon_1) - c^2([\varepsilon_1, \varepsilon_2], \varepsilon_0).
\]
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Cohomology $H^*(g, K)$ of the complex $C^*[g; K]$ is called the Chevalley–Eilenberg cohomology of a Lie algebra $A$.

For instance, let $g$ be the right Lie algebra of a finite-dimensional real Lie group $G$. There is a monomorphism of the Chevalley–Eilenberg complex $C^*[g; R]$ onto the subcomplex of right-invariant exterior forms of the de Rham complex of exterior forms on $G$. In particular, the relation (10.5.6) is the Maurer–Cartan equation. The above mentioned monomorphism induces an isomorphism of the Chevalley–Eilenberg cohomology $H^*(g, R)$ of $g$ to the de Rham cohomology of $G$ [46]. For instance, if $G$ is semisimple, then

$$H^1(g, R) = H^2(g, R) = 0.$$  

10.6 Differential calculus over a commutative ring

Let $A$ be a commutative $K$-ring. Since the derivation module $dA$ of $A$ is a Lie $K$-algebra, one can associate to $A$ the Chevalley–Eilenberg complex $C^*[dA; A]$. Its subcomplex of $A$-multilinear maps is a differential graded algebra, also called the differential calculus over $A$. By a gradation throughout this Section is meant the $N$-gradation.

A graded algebra $\Omega^*$ over a commutative ring $K$ is defined as a direct sum

$$\Omega^* = \bigoplus_k \Omega^k$$

of $K$-modules $\Omega^k$, provided with an associative multiplication law $\alpha \cdot \beta$, $\alpha, \beta \in \Omega^*$, such that $\alpha \cdot \beta \in \Omega^{[\alpha]+[\beta]}$, where $[\alpha]$ denotes the degree of an element $\alpha \in \Omega^{[\alpha]}$. In particular, it follows that $\Omega^0$ is a (non-commutative) $K$-algebra $A$, while $\Omega^{k>0}$ are $A$-bimodules and $\Omega^*$ is an $(A - A)$-algebra. A graded algebra is said to be graded commutative if

$$\alpha \cdot \beta = (-1)^{[\alpha][\beta]} \beta \cdot \alpha, \quad \alpha, \beta \in \Omega^*.$$

A graded algebra $\Omega^*$ is called the differential graded algebra or the differential calculus over $A$ if it is a cochain complex of $K$-modules

$$0 \rightarrow K \rightarrow A \rightarrow \Omega^1 \rightarrow \Omega^2 \rightarrow \cdots (10.6.1)$$

with respect to a coboundary operator $\delta$ which obeys the graded Leibniz rule

$$\delta(\alpha \cdot \beta) = \delta \alpha \cdot \beta + (-1)^{[\alpha]} \alpha \cdot \delta \beta. \quad (10.6.2)$$
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In particular, \( \delta : A \to \Omega^1 \) is a \( \Omega^1 \)-valued derivation of a \( K \)-algebra \( A \). The cochain complex (10.6.1) is said to be the abstract de Rham complex of the differential graded algebra \((\Omega^*, \delta)\). Cohomology \( H^*(\Omega^*) \) of the complex (10.6.1) is called the abstract de Rham cohomology. It is a graded algebra with respect to the cup-product

\[ [\alpha] \smile [\beta] = [\alpha \cdot \beta], \]

where \([\alpha]\) denotes the de Rham cohomology class of elements \( \alpha \in \Omega^* \).

A morphism \( \gamma \) between two differential graded algebras \((\Omega^*, \delta)\) and \((\Omega'^*, \delta')\) is defined as a cochain morphism, i.e.,

\[ \gamma \circ \delta = \gamma \circ \delta'. \]

It yields the corresponding morphism of the abstract de Rham cohomology groups of these algebras.

One considers the minimal differential graded subalgebra \( \Omega^* A \) of the differential graded algebra \( \Omega^* \) which contains \( A \). Seen as an \((A-A)\)-algebra, it is generated by the elements \( \delta a, a \in A \), and consists of monomials

\[ \alpha = a_0 \delta a_1 \cdots \delta a_k, \quad a_i \in A, \]

whose product obeys the juxtaposition rule

\[ (a_0 \delta a_1) \cdot (b_0 \delta b_1) = a_0 \delta(a_1 b_0) \cdot \delta b_1 - a_0 a_1 \delta b_0 \cdot \delta b_1 \]

in accordance with the equality (10.6.2). The differential graded algebra \((\Omega^* A, \delta)\) is called the minimal differential calculus over \( A \).

Let now \( A \) be a commutative \( K \)-ring possessing a non-trivial Lie algebra \( dA \) of derivations. Let us consider the extended Chevalley–Eilenberg complex

\[ 0 \to K \xrightarrow{\text{in}} C^*[dA; A] \]

of the Lie algebra \( dA \) with coefficients in the ring \( A \), regarded as a \( dA \)-module. It is easily justified that this complex contains a subcomplex \( \mathcal{O}^*[dA] \) of \( A \)-multilinear skew-symmetric maps

\[ \phi^k : \bigotimes^k dA \to A \]

with respect to the Chevalley–Eilenberg coboundary operator

\[ d\phi(u_0, \ldots, u_k) = \sum_{i=0}^k (-1)^i u_i (\phi(u_0, \ldots, \hat{u}_i, \ldots, u_k)) + \sum_{i<j} (-1)^{i+j} \phi([u_i, u_j], u_0, \ldots, \hat{u}_i, \ldots, \hat{u}_j, \ldots, u_k). \]
In particular, we have

\[(da)(u) = u(a), \quad a \in A, \quad u \in \mathfrak{d}A,\]

\[(d\phi)(u_0, u_1) = u_0(\phi(u_1)) - u_1(\phi(u_0)) - \phi([u_0, u_1]), \quad \phi \in \mathcal{O}^1[\mathfrak{d}A],\]

\[\mathcal{O}^0[\mathfrak{d}A] = A,\]

\[\mathcal{O}^1[\mathfrak{d}A] = \text{Hom}_A(\mathfrak{d}A, A) = \mathfrak{d}A^*.\]

It follows that \(d(1) = 0\) and \(d\) is a \(\mathcal{O}^1[\mathfrak{d}A]\)-valued derivation of \(A\).

The graded module \(\mathcal{O}^*[\mathfrak{d}A]\) is provided with the structure of a graded \(A\)-algebra with respect to the exterior product

\[\phi \wedge \phi' (u_1, \ldots, u_{r+s}) = \sum_{i_1 < \cdots < i_r, j_1 < \cdots < j_s} \text{sgn}^{i_1 \cdots i_r j_1 \cdots j_s} \phi(u_{i_1}, \ldots, u_{i_r}) \phi'(u_{j_1}, \ldots, u_{j_s}),\]

\[\phi \in \mathcal{O}^r[\mathfrak{d}A], \quad \phi' \in \mathcal{O}^s[\mathfrak{d}A], \quad u_k \in \mathfrak{d}A,\]

where \(\text{sgn}^{\cdots}\) is the sign of a permutation. This product obeys the relations

\[d(\phi \wedge \phi') = d(\phi) \wedge \phi' + (-1)^{||\phi||} \phi \wedge d(\phi'), \quad \phi, \phi' \in \mathcal{O}^*[\mathfrak{d}A],\]

\[\phi \wedge \phi' = (-1)^{||\phi||} \phi' \wedge \phi. \quad (10.6.7)\]

By virtue of the first one, \(\mathcal{O}^*[\mathfrak{d}A]\) is a differential graded \(K\)-algebra, called the Chevalley–Eilenberg differential calculus over a \(K\)-ring \(A\). The relation (10.6.7) shows that \(\mathcal{O}^*[\mathfrak{d}A]\) is a graded commutative algebra.

The minimal Chevalley–Eilenberg differential calculus \(\mathcal{O}^*A\) over a ring \(A\) consists of the monomials

\[a_0 da_1 \land \cdots \land da_k, \quad a_i \in A.\]

Its complex

\[0 \rightarrow K \rightarrow A \xrightarrow{d} \mathcal{O}^1A \xrightarrow{d} \cdots \mathcal{O}^kA \xrightarrow{d} \cdots \quad (10.6.8)\]

is said to be the de Rham complex of a \(K\)-ring \(A\), and its cohomology \(H^*(A)\) is called the de Rham cohomology of \(A\). This cohomology is a graded commutative algebra with respect to the cup-product (10.6.3) induced by the exterior product \(\wedge\) of elements of \(\mathcal{O}^*A\) so that

\[[\phi] \wedge [\phi'] = [\phi \wedge \phi'] \quad (10.6.9)\]
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Throughout this Section, we follow the terminology of [22; 80].

A sheaf on a topological space $X$ is a continuous fibre bundle $\pi : S \to X$ in modules over a commutative ring $K$, where the surjection $\pi$ is a local homeomorphism and fibres $S_x$, $x \in X$, called the stalks, are provided with the discrete topology. Global sections of a sheaf $S$ make up a $K$-module $S(X)$, called the structure module of $S$.

Any sheaf is generated by a presheaf. A presheaf $S\{U\}$ on a topological space $X$ is defined if a module $S_U$ over a commutative ring $K$ is assigned to every open subset $U \subset X$ ($S_\emptyset = 0$) and if, for any pair of open subsets $V \subset U$, there exists the restriction morphism $r_U^V : S_U \to S_V$ such that $r_U^U = \text{Id}_{S_U}$, $r_U^V r_V^W = r_U^W$, $W \subset V \subset U$.

Every presheaf $S\{U\}$ on a topological space $X$ yields a sheaf on $X$ whose stalk $S_x$ at a point $x \in X$ is the direct limit of the modules $S_U$, $x \in U$, with respect to the restriction morphisms $r_U^V$. It means that, for each open neighborhood $U$ of a point $x$, every element $s \in S_U$ determines an element $s_x \in S_x$, called the germ of $s$ at $x$. Two elements $s \in S_U$ and $s' \in S_V$ belong to the same germ at $x$ if and only if there exists an open neighborhood $W \subset U \cap V$ of $x$ such that $r_W^U s = r_W^V s'$.

**Example 10.7.1.** Let $C^0_X\{U\}$ be the presheaf of continuous real functions on a topological space $X$. Two such functions $s$ and $s'$ define the same germ $s_x$ if they coincide on an open neighborhood of $x$. Hence, we obtain the sheaf $C^0_X$ of continuous functions on $X$. Similarly, the sheaf $C^\infty_X$ of smooth functions on a smooth manifold $X$ is defined. Let us also mention the presheaf of real functions which are constant on connected open subsets of $X$. It generates the constant sheaf on $X$ denoted by $\mathbb{R}$.

Different presheaves may generate the same sheaf. Conversely, every sheaf $S$ defines a presheaf $S\{\{U\}\}$ of modules $S(U)$ of its local sections. It is called the canonical presheaf of the sheaf $S$. If a sheaf $S$ is constructed from a presheaf $S\{U\}$, there are natural module morphisms

$$S_U \ni s \to s(U) \in S(U), \quad s(x) = s_x, \quad x \in U,$$

which are neither monomorphisms nor epimorphisms in general. For instance, it may happen that a non-zero presheaf defines a zero sheaf. The sheaf generated by the canonical presheaf of a sheaf $S$ coincides with $S$.

A direct sum and a tensor product of presheaves (as families of modules) and sheaves (as fibre bundles in modules) are naturally defined. By virtue
of Theorem 10.1.4, a direct sum (resp. a tensor product) of presheaves generates a direct sum (resp. a tensor product) of the corresponding sheaves.

**Remark 10.7.1.** In the terminology of [152], a sheaf is introduced as a presheaf which satisfies the following additional axioms.

(S1) Suppose that $U \subset X$ is an open subset and $\{U_\alpha\}$ is its open cover. If $s, s' \in S_U$ obey the condition

$$r_U^{U_\alpha}(s) = r_U^{U_\alpha}(s')$$

for all $U_\alpha$, then $s = s'$.

(S2) Let $U$ and $\{U_\alpha\}$ be as in previous item. Suppose that we are given a family of presheaf elements $\{s_\alpha \in S_{U_\alpha}\}$ such that

$$r_{U_\alpha \cap U_\lambda}^{U_\alpha}(s_\alpha) = r_{U_\alpha \cap U_\lambda}^{U_\lambda}(s_\lambda)$$

for all $U_\alpha, U_\lambda$. Then there exists a presheaf element $s \in S_U$ such that $s_\alpha = r_U^{U_\alpha}(s)$.

Canonical presheaves are in one-to-one correspondence with presheaves obeying these axioms. For instance, presheaves of continuous, smooth and locally constant functions in Example 10.7.1 satisfy the axioms (S1) – (S2).

**Remark 10.7.2.** The notion of a sheaf can be extended to sets, but not to non-commutative groups. One can consider a presheaf of such groups, but it generates a sheaf of sets because a direct limit of non-commutative groups need not be a group. The first (but not higher) cohomology of $X$ with coefficients in this sheaf is defined [80].

There is a useful construction of a sheaf on a topological space $X$ from sheaves on open subsets which make up a cover of $X$.

**Theorem 10.7.1.** Let $\{U_\zeta\}$ be an open cover of a topological space $X$ and $S_\zeta$ a sheaf on $U_\zeta$ for every $U_\zeta$. Let us suppose that, if $U_\zeta \cap U_\xi \neq \emptyset$, there is a sheaf isomorphism

$$\varrho_{\zeta\xi} : S_\zeta |_{U_\zeta \cap U_\xi} \to S_\xi |_{U_\zeta \cap U_\xi}$$

and, for every triple $(U_\zeta, U_\xi, U_\iota)$, these isomorphisms fulfill the cocycle condition

$$\varrho_{\zeta\xi} \circ \varrho_{\xi\iota}(S_\iota |_{U_\zeta \cap U_\xi \cap U_\iota}) = \varrho_{\zeta\iota}(S_\iota |_{U_\zeta \cap U_\xi \cap U_\iota}).$$

Then there exists a sheaf $S$ on $X$ together with the sheaf isomorphisms

$$\phi_\zeta : S |_{U_\zeta} \to S_\zeta$$

such that

$$\phi_\zeta |_{U_\zeta \cap U_\xi} = \varrho_{\zeta\xi} \circ \phi_\xi |_{U_\zeta \cap U_\xi}.$$
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A morphism of a presheaf $S_U$ to a presheaf $S'_U$ on the same topological space $X$ is defined as a set of module morphisms $\gamma_U : S_U \to S'_U$ which commute with restriction morphisms $\gamma_x : S_x \to S'_x$, $x \in U$. A morphism of presheaves yields a morphism of sheaves generated by these presheaves. This is a bundle morphism over $X$ such that $\gamma_x : S_x \to S'_x$ is the direct limit of morphisms $\gamma_U$, $x \in U$. Conversely, any morphism of sheaves $S \to S'$ on a topological space $X$ yields a morphism of canonical presheaves of local sections of these sheaves. Let $\text{Hom}(S|_U, S'|_U)$ be the commutative group of sheaf morphisms $S|_U \to S'|_U$ for any open subset $U \subset X$. These groups are assembled into a presheaf, and define the sheaf $\text{Hom}(S, S')$ on $X$. There is a monomorphism

$$\text{Hom}(S, S')(U) \to \text{Hom}(S(U), S'(U)), \quad (10.7.1)$$

which need not be an isomorphism.

By virtue of Theorem 10.1.6, if a presheaf morphism is a monomorphism or an epimorphism, so is the corresponding sheaf morphism. Furthermore, the following holds.

**Theorem 10.7.2.** A short exact sequence

$$0 \to S'_U \to S_U \to S''_U \to 0 \quad (10.7.2)$$

of presheaves on the same topological space yields the short exact sequence of sheaves generated by these presheaves

$$0 \to S' \to S \to S'' \to 0, \quad (10.7.3)$$

where the factor sheaf $S'' = S/S'$ is isomorphic to that generated by the factor presheaf

$$S''_U = S_U/S'_U.$$

If the exact sequence of presheaves (10.7.2) is split, i.e.,

$$S_U \cong S'_U \oplus S''_U,$$

the corresponding splitting

$$S \cong S' \oplus S''$$

of the exact sequence of sheaves (10.7.3) holds.

The converse is more intricate. A sheaf morphism induces a morphism of the corresponding canonical presheaves. If $S \to S'$ is a monomorphism,

$$S([U]) \to S'([U])$$
also is a monomorphism. However, if \( S \to S' \) is an epimorphism,
\[
S(\{U\}) \to S'(\{U\})
\]
need not be so. Therefore, the short exact sequence (10.7.3) of sheaves yields the exact sequence of the canonical presheaves
\[
0 \to S'(\{U\}) \to S(\{U\}) \to S''(\{U\}), \tag{10.7.4}
\]
where \( S(\{U\}) \to S''(\{U\}) \) is not necessarily an epimorphism. At the same time, there is the short exact sequence of presheaves
\[
0 \to S'(\{U\}) \to S(\{U\}) \to S''(\{U\}) \to 0, \tag{10.7.5}
\]
where the factor presheaf \( S''(\{U\}) = S(\{U\})/S'(\{U\}) \) generates the factor sheaf \( S'' = S/S' \), but need not be its canonical presheaf.

Let us turn now to sheaf cohomology. We follow its definition in [80]. In the case of paracompact topological spaces, it coincides with a different definition of sheaf cohomology based on the canonical flabby resolution (Remark 10.7.5). Note that only proper covers are considered.

Let \( S_{\{U\}} \) be a presheaf of modules on a topological space \( X \), and let \( \Omega = \{U_i\}_{i \in I} \) be an open cover of \( X \). One constructs a cochain complex where a \( p \)-cochain is defined as a function \( s^p \) which associates an element
\[
s^p(i_0, \ldots, i_p) \in S_{U_{i_0} \cap \cdots \cap U_{i_p}} \tag{10.7.6}
\]
to each \( (p+1) \)-tuple \( (i_0, \ldots, i_p) \) of indices in \( I \). These \( p \)-cochains are assembled into a module \( C^p(\Omega, S_{\{U\}}) \). Let us introduce the coboundary operator
\[
\delta^p : C^p(\Omega, S_{\{U\}}) \to C^{p+1}(\Omega, S_{\{U\}}),
\]
\[
\delta^p s^p(i_0, \ldots, i_{p+1}) = \sum_{k=0}^{p+1} (-1)^k W_k s^p(i_0, \ldots, \hat{i}_k, \ldots, i_{p+1}), \tag{10.7.7}
\]
\[
W = U_{i_0} \cap \cdots \cap U_{i_{p+1}}, \quad W_k = U_{i_0} \cap \cdots \cap \hat{U}_k \cap \cdots \cap U_{i_{p+1}}.
\]
One can easily check that \( \delta^{p+1} \circ \delta^p = 0 \). Thus, we obtain the cochain complex of modules
\[
0 \to C^0(\Omega, S_{\{U\}}) \xrightarrow{\delta^0} \cdots \xrightarrow{\delta^p} C^p(\Omega, S_{\{U\}}) \xrightarrow{\delta^p} C^{p+1}(\Omega, S_{\{U\}}) \to \cdots. \tag{10.7.8}
\]
Its cohomology groups
\[
H^p(\Omega; S_{\{U\}}) = \text{Ker} \delta^p / \text{Im} \delta^{p-1}
\]
are modules. Of course, they depend on an open cover \( \Omega \) of \( X \).
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Let $\mathfrak{U}'$ be a refinement of the cover $\mathfrak{U}$. Then there is a morphism of cohomology groups

$$H^*(\mathfrak{U}; S_{\{U\}}) \rightarrow H^*(\mathfrak{U}'; S_{\{U\}}).$$

(10.7.9)

Let us take the direct limit of cohomology groups $H^*(\mathfrak{U}; S_{\{U\}})$ with respect to these morphisms, where $\mathfrak{U}$ runs through all open covers of $X$. This limit $H^*(X; S_{\{U\}})$ is called the cohomology of $X$ with coefficients in the presheaf $S_{\{U\}}$.

**Remark 10.7.3.** The cohomology $H^*(X; S_{\{U\}})$ consists of elements of the cohomology groups $H^*(\mathfrak{U}; S_{\{U\}})$ modulo the morphisms (10.7.9). It follows that any cocycle $s^p$ (10.7.6) is a representative of some element of $H^p(X; S_{\{U\}})$.

Let $S$ be a sheaf on a topological space $X$. Cohomology of $X$ with coefficients in $S$ or, simply, sheaf cohomology of $X$ is defined as cohomology

$$H^*(X; S) = H^*(X; S(\{U\}))$$

with coefficients in the canonical presheaf $S(\{U\})$ of the sheaf $S$.

In this case, a $p$-cochain $s^p \in C^p(\mathfrak{U}, S(\{U\}))$ is a collection

$$s^p = \{s^p(i_0, \ldots, i_p)\}$$

of local sections $s^p(i_0, \ldots, i_p)$ of the sheaf $S$ over $U_{i_0} \cap \cdots \cap U_{i_p}$ for each $(p + 1)$-tuple $(U_{i_0}, \ldots, U_{i_p})$ of elements of the cover $\mathfrak{U}$. The coboundary operator (10.7.7) reads

$$\delta^p s^p(i_0, \ldots, i_{p+1}) = \sum_{k=0}^{p+1} (-1)^k s^p(i_0, \ldots, \hat{i}_k, \ldots, i_{p+1})|_{U_{i_0} \cap \cdots \cap (U_{i_k} \cup U_{i_{p+1}})}.$$ 

For instance, we have

$$\delta^0 s^0(i, j) = [s^0(j) - s^0(i)]|_{U_i \cap U_j},$$

(10.7.10)

$$\delta^1 s^1(i, j, k) = [s^1(j, k) - s^1(i, k) + s^1(i, j)]|_{U_i \cap U_j \cap U_k}.$$ 

(10.7.11)

A glance at the expression (10.7.10) shows that a zero-cocycle is a collection $s = \{s(i)\}_I$ of local sections of the sheaf $S$ over $U_i \in \mathfrak{U}$ such that $s(i) = s(j)$ on $U_i \cap U_j$. It follows from the axiom (S2) in Remark 10.7.1 that $s$ is a global section of the sheaf $S$, while each $s(i)$ is its restriction $s|_{U_i}$ to $U_i$. Consequently, the cohomology group $H^0(\mathfrak{U}; S(\{U\}))$ is isomorphic to the structure module $S(X)$ of global sections of the sheaf $S$. A one-cocycle is a collection $\{s(i, j)\}$ of local sections of the sheaf $S$ over overlaps $U_i \cap U_j$ which satisfy the cocycle condition

$$[s(j, k) - s(i, k) + s(i, j)]|_{U_i \cap U_j \cap U_k} = 0.$$ 

(10.7.12)
If $X$ is a paracompact space, the study of its sheaf cohomology is essentially simplified due to the following fact.

**Theorem 10.7.3.** Cohomology of a paracompact space $X$ with coefficients in a sheaf $S$ coincides with cohomology of $X$ with coefficients in any presheaf generating the sheaf $S$.

**Remark 10.7.4.** We follow the definition of a paracompact topological space in [80] as a Hausdorff space such that any its open cover admits a locally finite open refinement, i.e., any point has an open neighborhood which intersects only a finite number of elements of this refinement. A topological space $X$ is paracompact if and only if any cover $\{U_\xi\}$ of $X$ admits a subordinate partition of unity $\{f_\xi\}$, i.e.:

(i) $f_\xi$ are real positive continuous functions on $X$;

(ii) supp $f_\xi \subset U_\xi$;

(iii) each point $x \in X$ has an open neighborhood which intersects only a finite number of the sets supp $f_\xi$;

(iv) $\sum_\xi f_\xi(x) = 1$ for all $x \in X$.

The key point of the analysis of sheaf cohomology is that short exact sequences of sheaves yield long exact sequences of their cohomology groups.

Let $S_{\{U\}}$ and $S'_{\{U\}}$ be presheaves on the same topological space $X$. It is readily observed that, given an open cover $\mathcal{U}$ of $X$, any morphism $S_{\{U\}} \to S'_{\{U\}}$ yields a cochain morphism of complexes

$$C^*(\mathcal{U}, S_{\{U\}}) \to C^*(\mathcal{U}, S'_{\{U\}})$$

and the corresponding morphism

$$H^*(\mathcal{U}; S_{\{U\}}) \to H^*(\mathcal{U}; S'_{\{U\}})$$

of cohomology groups of these complexes. Passing to the direct limit through all refinements of $\mathcal{U}$, we come to a morphism of cohomology groups

$$H^*(X; S_{\{U\}}) \to H^*(X; S'_{\{U\}})$$

of $X$ with coefficients in the presheaves $S_{\{U\}}$ and $S'_{\{U\}}$. In particular, any sheaf morphism $S \to S'$ yields a morphism of canonical presheaves

$$S(\{U\}) \to S'(\{U\})$$

and the corresponding cohomology morphism

$$H^*(X; S) \to H^*(X; S').$$
By virtue of Theorems 10.3.1 and 10.3.2, every short exact sequence
\[ 0 \to S'_{\{U\}} \to S_{\{U\}} \to S''_{\{U\}} \to 0 \] (10.7.13)
of presheaves on the same topological space \( X \) and the corresponding exact sequence of complexes (10.7.8) yield the long exact sequence
\[ 0 \to H^0(X; S'_{\{U\}}) \to H^0(X; S_{\{U\}}) \to H^0(X; S''_{\{U\}}) \to H^1(X; S'_{\{U\}}) \to \cdots \] (10.7.14)
of the cohomology groups of \( X \) with coefficients in these presheaves. This result however is not extended to an exact sequence of sheaves, unless \( X \) is a paracompact space. Let
\[ 0 \to S' \to S \to S'' \to 0 \] (10.7.15)
be a short exact sequence of sheaves on \( X \). It yields the short exact sequence of presheaves (10.7.5) where the presheaf \( S''_{\{U\}} \) generates the sheaf \( S'' \). If \( X \) is paracompact,
\[ H^*(X; S''_{\{U\}}) = H^*(X; S'') \]
in accordance with Theorem 10.7.3, and we have the exact sequence of sheaf cohomology
\[ 0 \to H^0(X; S') \to H^0(X; S) \to H^0(X; S'') \to H^1(X; S') \to \cdots \] (10.7.16)
The sequence (10.7.18) is a cochain complex because
\[ h^{p+1} \circ h^p = 0. \]
If $X$ is a paracompact space and the exact sequence (10.7.17) is a resolution of $S$, the forthcoming abstract de Rham theorem establishes an isomorphism of cohomology of the complex (10.7.18) to cohomology of $X$ with coefficients in the sheaf $S$ [80].

**Theorem 10.7.4.** Given a resolution (10.7.17) of a sheaf $S$ on a paracompact topological space $X$ and the induced complex (10.7.18), there are isomorphisms

$$H^0(X; S) = \text{Ker} \ h^0, \quad H^q(X; S) = \text{Ker} \ h^q/\text{Im} \ h^{q-1}, \quad q > 0.$$  

(10.7.19)

We refer to the following minor modification of Theorem 10.7.4 [56; 150].

**Theorem 10.7.5.** Let

$$0 \to \cdots \to S_p \to S_{p+1} \to \cdots$$

(10.7.20)

be an exact sequence of sheaves on a paracompact topological space $X$, where the sheaves $S_q$, $0 \leq q < p$, are acyclic, and let

$$0 \to S(X) \xrightarrow{h_0} S_0(X) \xrightarrow{h_1} S_1(X) \xrightarrow{h_2} \cdots$$

(10.7.21)

be the corresponding cochain complex of structure modules of these sheaves. Then the isomorphisms (10.7.19) hold for $0 \leq q \leq p$.

Any sheaf on a topological space admits the canonical resolution by flabby sheaves as follows. A sheaf $S$ on a topological space $X$ is called flabby (or flasque in the terminology of [152]), if the restriction morphism $S(X) \to S(U)$ is an epimorphism for any open $U \subset X$, i.e., if any local section of the sheaf $S$ can be extended to a global section. A flabby sheaf is acyclic. Indeed, given an arbitrary cover $\mathcal{U}$ of $X$, let us consider the complex $C^*(\mathcal{U}, S(\{U\}))$ (10.7.8) for its canonical presheaf $S(\{U\})$. Since $S$ is flabby, one can define a morphism

$$h : C^p(\mathcal{U}, S(\{U\})) \to C^{p-1}(\mathcal{U}, S(\{U\})), \quad p > 0,$$

$$h^p(i_0, \ldots, i_{p-1}) = j^*s^p(i_0, \ldots, i_{p-1}, j),$$

(10.7.22)

where $U_j$ is a fixed element of the cover $\mathcal{U}$ and $j^*s^p$ is an extension of $s^p(i_0, \ldots, i_{p-1}, j)$ onto $U_{i_0} \cap \cdots \cap U_{i_{p-1}}$. A direct verification shows that
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$h$ (10.7.22) is a homotopy operator for the complex $C^*(\mathcal{U}, S(\{U\}))$ and, consequently,

$$H^{p>0}_{\mathcal{U}}(S(\{U\})) = 0.$$ 

Given an arbitrary sheaf $S$ on a topological space $X$, let $S^0_F(\{U\})$ denote the presheaf of all (not-necessarily continuous) sections of the sheaf $S$. It generates a sheaf $S^0_F$ on $X$, and coincides with the canonical presheaf of this sheaf. There are the natural monomorphisms

$$S(\{U\}) \rightarrow S^0_F(\{U\}) \rightarrow S.$$ 

It is readily observed that the sheaf $S^0_F$ is flabby. Let us take the quotient $S_F^0/S$ and construct the flabby sheaf

$$S_F^1 = (S_F^0/S)^0.$$ 

Continuing the procedure, we obtain the exact sequence of sheaves

$$0 \rightarrow S \rightarrow S^0_F \rightarrow S^1_F \rightarrow \cdots, \quad (10.7.23)$$

which is a resolution of $S$ since all sheaves are flabby and, consequently, acyclic. It is called the canonical flabby resolution of the sheaf $S$. The exact sequence of sheaves (10.7.23) yields the complex of structure modules of these sheaves

$$0 \rightarrow S(X) \rightarrow S^0_F(X) \rightarrow S^1_F(X) \rightarrow \cdots. \quad (10.7.24)$$

If $X$ is paracompact, the cohomology of $X$ with coefficients in the sheaf $S$ coincides with that of the complex (10.7.24) by virtue of Theorem 10.7.4.

**Remark 10.7.5.** An important peculiarity of flabby sheaves is that a short exact sequence of flabby sheaves on an arbitrary topological space provides the short exact sequence of their structure modules. Therefore, there is a different definition of sheaf cohomology. Cohomology of a topological space $X$ with coefficients in a sheaf $S$ is defined directly as cohomology of the complex (10.7.24) [22]. For a paracompact space, this definition coincides with the above mentioned one due to Theorem 10.7.4.

In the sequel, we also refer to a fine resolution of sheaves, i.e., a resolution by fine sheaves.

A sheaf $S$ on a paracompact space $X$ is called fine if, for each locally finite open cover $\mathcal{U} = \{U_i\}_{i \in I}$ of $X$, there exists a system $\{h_i\}$ of endomorphisms $h_i : S \rightarrow S$ such that:

(i) there is a closed subset $V_i \subset U_i$ and $h_i(S_x) = 0$ if $x \notin V_i$,
(ii) $\sum_{i \in I} h_i$ is the identity map of $S$.

**Theorem 10.7.6.** A fine sheaf on a paracompact space is acyclic.
There is the following important example of fine sheaves.

**Theorem 10.7.7.** Let $X$ be a paracompact topological space which admits a partition of unity performed by elements of the structure module $\mathfrak{A}(X)$ of some sheaf $\mathfrak{A}$ of real functions on $X$. Then any sheaf $S$ of $\mathfrak{A}$-modules on $X$, including $\mathfrak{A}$ itself, is fine.

In particular, the sheaf $C^0_X$ of continuous functions on a paracompact topological space is fine, and so is any sheaf of $C^0_X$-modules.

We complete our exposition of sheaf cohomology with the following useful theorem [10].

**Theorem 10.7.8.** Let $f : X \to X'$ be a continuous map and $S$ a sheaf on $X$. Let either $f$ be a closed immersion or every point $x' \in X'$ have a base of open neighborhoods $\{U\}$ such that the sheaves $S|_{f^{-1}(U)}$ are acyclic. Then the cohomology groups $H^*(X; S)$ and $H^*(X'; f^*S)$ are isomorphic.

### 10.8 Local-ringed spaces

Local-ringed spaces are sheaves of local rings. For instance, smooth manifolds, represented by sheaves of real smooth functions, make up a subcategory of the category of local-ringed spaces (Section 10.9).

A sheaf $\mathfrak{R}$ on a topological space $X$ is said to be a *ringed space* if its stalk $\mathfrak{R}_x$ at each point $x \in X$ is a real commutative ring [152]. A ringed space is often denoted by a pair $(X, \mathfrak{R})$ of a topological space $X$ and a sheaf $\mathfrak{R}$ of rings on $X$. They are called the *body* and the *structure sheaf* of a ringed space, respectively.

A ringed space is said to be a *local-ringed space* (a geometric space in the terminology of [152]) if it is a sheaf of local rings.

For instance, the sheaf $C^0_X$ of continuous real functions on a topological space $X$ is a local-ringed space. Its stalk $C^0_x$, $x \in X$, contains the unique maximal ideal of germs of functions vanishing at $x$.

Morphisms of local-ringed spaces are defined as those of sheaves on different topological spaces as follows.

Let $\varphi : X \to X'$ be a continuous map. Given a sheaf $S$ on $X$, its *direct image* $\varphi_*S$ on $X'$ is generated by the presheaf of assignments

$$X' \ni U' \mapsto S(\varphi^{-1}(U'))$$

for any open subset $U' \subset X'$. Conversely, given a sheaf $S'$ on $X'$, its *inverse image* $\varphi^*S'$ on $X$ is defined as the pull-back onto $X$ of the continuous fibre
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bundle $S'$ over $X'$, i.e., $\varphi^*S'_x = S_{\varphi(x)}$. This sheaf is generated by the presheaf which associates to any open $V \subset X$ the direct limit of modules $S'(U)$ over all open subsets $U \subset X'$ such that $V \subset f^{-1}(U)$.

**Remark 10.8.1.** Let $i : X \to X'$ be a closed subspace of $X'$. Then $i_* S$ is a unique sheaf on $X'$ such that

$$i_* S|_X = S, \quad i_* S|_{X \setminus X} = 0.$$ 

Indeed, if $x' \in X \subset X'$, then

$$i_* S(U') = S(U' \cap X)$$ 

for any open neighborhood $U$ of this point. If $x' \notin X$, there exists its neighborhood $U'$ such that $U' \cap X$ is empty, i.e., $i_* S(U') = 0$. The sheaf $i_* S$ is called the trivial extension of the sheaf $S$.

By a morphism of ringed spaces

$$(X, \mathcal{R}) \to (X', \mathcal{R}')$$

is meant a pair $(\varphi, \hat{\varphi})$ of a continuous map $\varphi : X \to X'$ and a sheaf morphism $\hat{\varphi} : \mathcal{R}' \to \varphi^* \mathcal{R}$ or, equivalently, a sheaf morphisms $\varphi^* \mathcal{R}' \to \mathcal{R}$. Restricted to each stalk, a sheaf morphism $\Phi$ is assumed to be a ring homomorphism. A morphism of ringed spaces is said to be:

- a monomorphism if $\varphi$ is an injection and $\Phi$ is an epimorphism,
- an epimorphism if $\varphi$ is a surjection, while $\Phi$ is a monomorphism.

Let $(X, \mathcal{R})$ be a local-ringed space. By a sheaf $\mathcal{D} \mathcal{R}$ of derivations of the sheaf $\mathcal{R}$ is meant a subsheaf of endomorphisms of $\mathcal{R}$ such that any section $\xi$ of $\mathcal{D} \mathcal{R}$ over an open subset $U \subset X$ is a derivation of the real ring $\mathcal{R}(U)$. It should be emphasized that, since the monomorphism (10.7.1) is not necessarily an isomorphism, a derivation of the ring $\mathcal{R}(U)$ need not be a section of the sheaf $\mathcal{D} \mathcal{R}|_U$. Namely, it may happen that, given open sets $U' \subset U$, there is no restriction morphism

$$\mathcal{D}(\mathcal{R}(U)) \to \mathcal{D}(\mathcal{R}(U')).$$

Given a local-ringed space $(X, \mathcal{R})$, a sheaf $P$ on $X$ is called a sheaf of $\mathcal{R}$-modules if every stalk $P_x, x \in X$, is an $\mathcal{R}_x$-module or, equivalently, if $P(U)$ is an $\mathcal{R}(U)$-module for any open subset $U \subset X$. A sheaf of $\mathcal{R}$-modules $P$ is said to be locally free if there exists an open neighborhood $U$ of every point $x \in X$ such that $P(U)$ is a free $\mathcal{R}(U)$-module. If all these free modules are of finite type (resp. of constant rank), one says that $P$ is of finite type (resp. of constant rank). The structure module of a locally free sheaf is called a locally free module.
The following is a generalization of Theorem 10.7.7 [80].

**Theorem 10.8.1.** Let $X$ be a paracompact space which admits a partition of unity by elements of the structure module $S(X)$ of some sheaf $S$ of real functions on $X$. Let $P$ be a sheaf of $S$-modules. Then $P$ is fine and, consequently, acyclic.

### 10.9 Cohomology of smooth manifolds

It should be emphasized that cohomology of smooth manifolds are their topological invariants in the sense that they are the same for homotopic topological spaces. The following two facts enable one to define them for smooth manifolds.

(i) Smooth manifolds have the homotopy type of CW-complexes [35].

(ii) Assumed to be paracompact, a smooth manifold $X$ admits a partition of unity performed by smooth real functions. It follows that the sheaf $C^\infty_X$ of smooth real functions on $X$ is fine, and so is any sheaf of $C^\infty_X$-modules, e.g., the sheaves of sections of smooth vector bundles over $X$.

Similarly to the sheaf $C^0_X$ of continuous functions, the sheaf $C^\infty_X$ of smooth real functions on a smooth manifold $X$ is a local-ringed space. Its stalk $C^\infty_x$ at a point $x \in X$ has a unique maximal ideal $\mu_x$ of germs of smooth functions vanishing at $x$. Though the sheaf $C^\infty_X$ is defined on a topological space $X$, it fixes a unique smooth manifold structure on $X$ as follows.

**Theorem 10.9.1.** Let $X$ be a paracompact topological space and $(X,\mathcal{R})$ a local-ringed space. Let $X$ admit an open cover $\{U_i\}$ such that the sheaf $\mathcal{R}$ restricted to each $U_i$ is isomorphic to the local-ringed space $(\mathbb{R}^n, C^\infty_{\mathbb{R}^n})$. Then $X$ is an $n$-dimensional smooth manifold together with a natural isomorphism of local-ringed spaces $(X,\mathcal{R})$ and $(X, C^\infty_X)$.

One can think of this result as being an alternative definition of smooth real manifolds in terms of local-ringed spaces. A smooth manifold $X$ also is algebraically reproduced as a certain subspace of the spectrum of the real ring $C^\infty(X)$ of smooth real functions on $X$ as follows [6].

Let $\text{Spec} \ A$ be the set of prime ideals of a commutative ring $\mathcal{A}$. It is called the spectrum of $\mathcal{A}$. Let us assign to each ideal $\mathcal{I}$ of $\mathcal{A}$ the set

$$V(\mathcal{I}) = \{ x \in \text{Spec} \ A : \mathcal{I} \subset x \}. \quad (10.9.1)$$
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These sets possess the properties

\[ V(\{0\}) = \text{Spec } A, \quad V(\mathcal{A}) = \emptyset, \]
\[ \bigcap_i V(I_i) = V(\bigoplus_i I_i), \quad V(I) \cup V(I') = V(II'). \]

In view of these properties, one can regard the sets (10.9.1) as closed sets of some topology on the spectrum \( \text{Spec } A \). It is called the \textit{Zariski topology}. A base for this topology consists of the closed sets

\[ U(a) = \{ x \in \text{Spec } A : a \not\in x \} = \text{Spec } A \setminus V(\mathcal{A}a) \quad (10.9.2) \]

as \( a \) runs through \( A \). In particular, the set of closed points is the set \( \text{Specm } A \) of all maximal ideals of \( A \). Endowed with the relative Zariski topology, it is called the \textit{maximal spectrum} of \( A \). A ring morphism \( \zeta : A \to A' \) induces the continuous map

\[ \zeta^3 : \text{Spec } A' \ni x' \to \zeta^{-1}(x') \in \text{Spec } A. \quad (10.9.3) \]

Let \( A \) be a real commutative ring. The \textit{real spectrum} of \( A \) is the subspace \( \text{Spec}_\mathbb{R} A \subseteq \text{Specm } A \) of the maximal ideals \( I \) such that the quotients \( A/I \) are isomorphic to \( \mathbb{R} \). It is endowed with the relative Zariski topology. There is the bijection between the set of \( \mathbb{R} \)-algebra morphisms of \( A \) to the field \( \mathbb{R} \) and the real spectrum of \( A \), namely,

\[ \text{Hom}_\mathbb{R}(A, \mathbb{R}) \ni \phi \to \text{Ker } \phi \in \text{Spec}_\mathbb{R} A, \]
\[ \text{Spec}_\mathbb{R} A \ni x \to \pi_x \in \text{Hom}_\mathbb{R}(A, \mathbb{R}), \quad \pi_x : A \to A/x \cong \mathbb{R}. \]

Any element \( a \in A \) induces a real function

\[ f_a : \text{Spec}_\mathbb{R} A \ni x \to \pi_x(a) \]

on the real spectrum \( \text{Spec}_\mathbb{R} A \). This function need not be continuous with respect to the Zariski topology, but one can provide \( \text{Spec}_\mathbb{R} A \) with another topology, called the \textit{Gel’fand topology}, which is the coarsest topology which makes all such functions continuous.

**Theorem 10.9.2.** If \( A = C^\infty(X) \) is the real ring of smooth real functions on a manifold \( X \), the Zariski and Gel’fand topologies on its real spectrum \( \text{Spec}_\mathbb{R} C^\infty(X) \) coincide with each other. Therefore, there is a homeomorphism

\[ \chi_X : X \ni x \to \mu_x \in \text{Spec}_\mathbb{R} C^\infty(X). \quad (10.9.4) \]
Any smooth map $\gamma : X \to X'$ induces the $\mathbb{R}$-ring morphism
\[ \gamma^* : C^\infty(X') \to C^\infty(X) \]
which associates to a function $f$ on $X'$ the pull-back function
\[ \gamma^* f = f \circ \gamma \]
on $X$. Conversely, each $\mathbb{R}$-ring morphism $\zeta : C^\infty(X') \to C^\infty(X)$ yields the continuous map $\zeta^\natural$ (10.9.3) which sends
\[ \text{Spec}_\mathbb{R} C^\infty(X) \subset \text{Spec} C^\infty(X) \]
to
\[ \text{Spec}_\mathbb{R} C^\infty(X') \subset \text{Spec} C^\infty(X') \]
so that the induced map
\[ \chi_X^{-1} \zeta^\natural \circ \chi_X : X \to X' \]
is smooth. Thus, there is one-to-one correspondence between smooth manifold morphisms $X \to X'$ and the $\mathbb{R}$-ring morphisms $C^\infty(X') \to C^\infty(X)$.

**Remark 10.9.1.** Let $X \times X'$ be a manifold product. The ring $C^\infty(X \times X')$ is constructed from the rings $C^\infty(X)$ and $C^\infty(X')$ as follows. Throughout the book, by a topology on the ring $C^\infty(X)$ is meant the topology of compact convergence for all derivatives [129]. With this topology, $C^\infty(X)$ is a Fréchet ring, i.e., a complete metrizable locally convex topological vector space. There is an isomorphism of Fréchet rings
\[ C^\infty(X) \hat{\otimes} C^\infty(X') = C^\infty(X \times X'), \quad (10.9.5) \]
where the left-hand side, called the topological tensor product, is the completion of $C^\infty(X) \otimes C^\infty(X')$ with respect to Grothendieck’s topology, defined as follows. If $E_1$ and $E_2$ are locally convex topological vector spaces, Grothendieck’s topology is the finest locally convex topology on $E_1 \otimes E_2$ such that the canonical mapping of $E_1 \times E_2$ to $E_1 \otimes E_2$ is continuous [129]. Furthermore, for any two open subsets $U \subset X$ and $U' \subset X'$, let us consider the topological tensor product of rings $C^\infty(U) \hat{\otimes} C^\infty(U')$. These tensor products define a local-ringed space $(X \times X', C^\infty_X \hat{\otimes} C^\infty_{X'})$. Due to the isomorphism (10.9.5) written for all $U \subset X$ and $U' \subset X'$, we obtain the sheaf isomorphism
\[ C^\infty_X \hat{\otimes} C^\infty_{X'} = C^\infty_{X \times X'}. \quad (10.9.6) \]
Since a smooth manifold admits a partition of unity by smooth functions, it follows from Theorem 10.8.1 that any sheaf of $C^\infty_X$-modules on $X$ is fine and, consequently, acyclic.

For instance, let $Y \to X$ be a smooth vector bundle. The germs of its sections make up a sheaf of $C^\infty_X$-modules, called the *structure sheaf* $S_Y$ of a vector bundle $Y \to X$. The sheaf $S_Y$ is fine. The structure module of this sheaf coincides with the structure module $Y(\mathcal{X})$ of global sections of a vector bundle $Y \to X$. The following *Serre–Swan theorem* shows that these modules exhaust all projective modules of finite rank over $C^\infty(X)$. Originally proved for bundles over a compact base $X$, this theorem has been extended to an arbitrary $X$ [60; 127].

**Theorem 10.9.3.** Let $X$ be a smooth manifold. A $C^\infty(X)$-module $P$ is isomorphic to the structure module of a smooth vector bundle over $X$ if and only if it is a projective module of finite rank.

**Proof.** Let

$$\{(U_\xi, \psi_\xi), g_{\xi\zeta}\}, \quad \xi, \zeta = 1, \ldots, k,$$

be a finite atlas of a smooth vector bundle $Y \to X$ of fibre dimension $m$ in accordance with Theorem 1.1.9. Given a smooth partition of unity $\{f_\xi\}$ subordinate to the cover $\{U_\xi\}$, let us set

$$l_\xi = f_\xi(f_1^2 + \cdots + f_k^2)^{-1/2}.$$

It is readily observed that $\{l_\xi^2\}$ also is a partition of unity subordinate to $\{U_\xi\}$. Every element $s \in Y(\mathcal{X})$ defines an element of a free $C^\infty(X)$-module of rank $m + k$ as follows. Let us put $s_\xi = \psi_\xi \circ s|_{U_\xi}$. It fulfills the relation

$$s_\xi = \sum_\zeta g_{\xi\zeta}^2 l_\xi^2 s_\zeta.$$ (10.9.7)

There are a module monomorphism

$$F : Y(\mathcal{X}) \ni s \mapsto (l_1s_1, \ldots, l_ks_k) \in \bigoplus^{m+k} C^\infty(X)$$

and a module epimorphism

$$\Phi : \bigoplus^{m+k} C^\infty(X) \ni (t_1, \ldots, t_k) \mapsto (\tilde{s}_1, \ldots, \tilde{s}_k) \in Y(\mathcal{X}),$$

$$\tilde{s}_i = \sum_j g_{ij}^2 t_j.$$

In view of the relation (10.9.7),

$$\Phi \circ F = \text{Id} Y(\mathcal{X}),$$

i.e., $Y(\mathcal{X})$ is a projective module of finite rank. The converse assertion is proved similarly to that in [160]. \[\square\]
This theorem states the categorial equivalence between the vector bundles over a smooth manifold $X$ and projective modules of finite rank over the ring $C^\infty(X)$ of smooth real functions on $X$. The following are corollaries of this equivalence:

- The structure module $Y^*(X)$ of the dual $Y^* \rightarrow X$ of a vector bundle $Y \rightarrow X$ is the $C^\infty(X)$-dual $Y(X)^*$ of the structure module $Y(X)$ of $Y \rightarrow X$.
- Any exact sequence of vector bundles
  \[ 0 \rightarrow Y \longrightarrow Y' \longrightarrow Y'' \rightarrow 0 \]  
  over the same base $X$ yields the exact sequence
  \[ 0 \rightarrow Y(X) \longrightarrow Y'(X) \longrightarrow Y''(X) \rightarrow 0 \]
  of their structure modules, and \textit{vice versa}. In accordance with Theorem 1.1.12, the exact sequence (10.9.8) is always split. Every its splitting defines that of the exact sequence (10.9.9), and \textit{vice versa}.
- The derivation module of the real ring $C^\infty(X)$ coincides with the $C^\infty(X)$-module $T(X)$ of vector fields on $X$, i.e., with the structure module of the tangent bundle $TX$ of $X$. Hence, it is a projective $C^\infty(X)$-module of finite rank. It is the $C^\infty(X)$-dual $T(X)^*$ of the structure module $O^1(X)$ of the cotangent bundle $T^*X$ of $X$ which is the module of differential one-forms on $X$ and, conversely,
  \[ O^1(X) = T(X)^*. \]
- Therefore, if $P$ is a $C^\infty(X)$-module, one can reformulate Definition 10.2.2 of a connection on $P$ as follows. A connection on a $C^\infty(X)$-module $P$ is a $C^\infty(X)$-module morphism
  \[ \nabla : P \rightarrow O^1(X) \otimes P, \]  
  which satisfies the Leibniz rule
  \[ \nabla(fp) = df \otimes p + f \nabla(p), \quad f \in C^\infty(X), \quad p \in P. \]
  It associates to any vector field $\tau \in T(X)$ on $X$ a first order differential operator $\nabla_\tau$ on $P$ which obeys the Leibniz rule
  \[ \nabla_\tau(fp) = (\tau| df)p + f \nabla_\tau p. \]
  In particular, let $Y \rightarrow X$ be a vector bundle and $Y(X)$ its structure module. The notion of a connection on the structure module $Y(X)$ is equivalent to the standard geometric notion of a connection on a vector bundle $Y \rightarrow X$ [112].
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Since the derivation module of the real ring $C^\infty(X)$ is the $C^\infty(X)$-module $\mathcal{T}(X)$ of vector fields on $X$ and

$$\mathcal{O}^1(X) = \mathcal{T}(X)^*,$$

the Chevalley–Eilenberg differential calculus over the real ring $C^\infty(X)$ is exactly the differential graded algebra $(\mathcal{O}^*(X), d)$ of exterior forms on $X$, where the Chevalley–Eilenberg coboundary operator $d$ (10.6.5) coincides with the exterior differential. Moreover, one can show that $(\mathcal{O}^*(X), d)$ is a minimal differential calculus, i.e., the $C^\infty(X)$-module $\mathcal{O}^1(X)$ is generated by elements $df$, $f \in C^\infty(X)$. Therefore, the de Rham complex (10.6.8) of the real ring $C^\infty(X)$ is the de Rham complex

$$0 \to \mathbb{R} \to C^\infty(X) \xrightarrow{d} \mathcal{O}^1(X) \xrightarrow{d} \cdots \mathcal{O}^k(X) \xrightarrow{d} \cdots$$

(10.9.12)

of exterior forms on a manifold $X$.

The de Rham cohomology of the complex (10.9.12) is called the de Rham cohomology $H^*_{\text{DR}}(X)$ of $X$. To describe them, let us consider the de Rham complex

$$0 \to \mathbb{R} \to C^\infty_X \xrightarrow{d} \mathcal{O}^1_X \xrightarrow{d} \cdots \mathcal{O}^k_X \xrightarrow{d} \cdots$$

(10.9.13)

doing sheaves $\mathcal{O}^k_X$, $k \in \mathbb{N}_+$, of germs of exterior forms on $X$. These sheaves are fine. Due to the Poincaré lemma, the complex (10.9.13) is exact and, thereby, is a fine resolution of the constant sheaf $\mathbb{R}$ on a manifold $X$. Then a corollary of Theorem 10.7.4 is the classical de Rham theorem.

**Theorem 10.9.4.** There is an isomorphism

$$H^k_{\text{DR}}(X) = H^k(X; \mathbb{R})$$

(10.9.14)

of the de Rham cohomology $H^*_{\text{DR}}(X)$ of a manifold $X$ to cohomology of $X$ with coefficients in the constant sheaf $\mathbb{R}$.

Cohomology $H^k(X; \mathbb{R})$ in turn is related to cohomology of other types as follows. Let us consider the short exact sequence of constant sheaves

$$0 \to \mathbb{Z} \to \mathbb{R} \to U(1) \to 0,$$

(10.9.15)

where $U(1) = \mathbb{R}/\mathbb{Z}$ is the circle group of complex numbers of unit modulus. This exact sequence yields the long exact sequence of the sheaf cohomology groups

$$0 \to \mathbb{Z} \to \mathbb{R} \to U(1) \to H^1(X; \mathbb{Z}) \to H^1(X; \mathbb{R}) \to \cdots$$

$$H^p(X; \mathbb{Z}) \to H^p(X; \mathbb{R}) \to H^p(X; U(1)) \to H^{p+1}(X; \mathbb{Z}) \to \cdots,$$
where
\[ H^0(X; \mathbb{Z}) = \mathbb{Z}, \quad H^0(X; \mathbb{R}) = \mathbb{R} \]
and
\[ H^0(X; U(1)) = U(1). \]

This exact sequence defines the homomorphism
\[ H^*(X; \mathbb{Z}) \to H^*(X; \mathbb{R}) = H^*(X; \mathbb{Z}) \otimes \mathbb{R} \quad (10.9.16) \]
of cohomology with coefficients in the constant sheaf \( \mathbb{Z} \) to that with coefficients in \( \mathbb{R} \). Combining the isomorphism \((10.9.14)\) and the homomorphism \((10.9.16)\) leads to the cohomology homomorphism
\[ H^*(X; \mathbb{Z}) \to H^*_{\text{DR}}(X). \quad (10.9.17) \]
Its kernel contains all cyclic elements of cohomology groups \( H^k(X; \mathbb{Z}) \).

Since smooth manifolds are assumed to be paracompact, there is the following isomorphism between their sheaf cohomology and singular cohomology.

**Theorem 10.9.5.** The sheaf cohomology \( H^*(X; \mathbb{Z}) \) (resp. \( H^*(X; \mathbb{Q}) \), \( H^*(X; \mathbb{R}) \)) of a paracompact topological space \( X \) with coefficients in the constant sheaf \( \mathbb{Z} \) (resp. \( \mathbb{Q} \), \( \mathbb{R} \)) is isomorphic to the singular cohomology of \( X \) with coefficients in the ring \( \mathbb{Z} \) (resp. \( \mathbb{Q} \), \( \mathbb{R} \)) \([22; 146]\).

Note that singular cohomology of paracompact topological spaces coincides with the \v{C}ech and Alexandery ones. Since singular cohomology is a topological invariant \([146]\), the sheaf cohomology groups \( H^*(X; \mathbb{Z}) \), \( H^*(X; \mathbb{Q}) \), \( H^*(X; \mathbb{R}) \) and, consequently, de Rham cohomology of smooth manifolds also are topological invariants.

### 10.10 Leafwise and fibrewise cohomology

Let \( \mathcal{F} \) be a (regular) foliation of a \( k \)-dimensional manifold \( Z \) provided with the adapted coordinate atlas \((1.1.30)\). The real Lie algebra \( T(\mathcal{F}) \) of global sections of the tangent bundle \( T\mathcal{F} \to Z \) to \( \mathcal{F} \) is a \( C^\infty(Z) \)-submodule of the derivation module of the real ring \( C^\infty(Z) \). Its kernel \( S(\mathcal{F}) \subset C^\infty(Z) \) consists of functions constant on leaves of \( \mathcal{F} \). Therefore, \( T(\mathcal{F}) \) is the Lie \( S(\mathcal{F}) \)-algebra of derivations of \( C^\infty(Z) \), regarded as a \( S(\mathcal{F}) \)-ring. Then
one can introduce the leafwise differential calculus [57; 75] as the Chevalley–Eilenberg differential calculus over the \( S_F(Z) \)-ring \( C^\infty(Z) \). It is defined as a subcomplex

\[
0 \rightarrow S_F(Z) \rightarrow C^\infty(Z) \xrightarrow{\bar{d}} \mathfrak{g}^1(Z) \cdots \xrightarrow{\bar{d}} \mathfrak{g}^{\dim F}(Z) \rightarrow 0 \quad (10.10.1)
\]

of the Chevalley–Eilenberg complex of the Lie \( S_F(Z) \)-algebra \( T(F) \) with coefficients in \( C^\infty(Z) \) which consists of \( C^\infty(Z) \)-multilinear skew-symmetric maps

\[
r \times T(F) \rightarrow C^\infty(Z), \quad r = 1, \ldots, \dim F.
\]

These maps are global sections of exterior products \( r \wedge T(F^*) \) of the dual \( T(F^*) \rightarrow Z \) of \( T(F) \rightarrow Z \). They are called the leafwise forms on a foliated manifold \((Z, F)\), and are given by the coordinate expression

\[
\phi = \frac{1}{r!} \phi_{i_1 \ldots i_r} \tilde{d}z^{i_1} \wedge \cdots \wedge \tilde{d}z^{i_r},
\]

where \( \{\tilde{d}z^i\} \) are the duals of the holonomic fibre bases \( \{\partial_i\} \) for \( T(F) \) and \( w \) is the exterior product (10.6.6). Then one can think of the Chevalley–Eilenberg coboundary operator

\[
\bar{d}\phi = \tilde{d}z^k \wedge \partial_k \phi = \frac{1}{r!} \partial_k \phi_{i_1 \ldots i_r} \tilde{d}z^k \wedge \tilde{d}z^{i_1} \wedge \cdots \wedge \tilde{d}z^{i_r} \quad (10.10.2)
\]

as being the leafwise exterior differential. The Chevalley–Eilenberg differential calculus \( \mathfrak{g}^*(Z) \) as like as \( O^*(Z) \) is minimal. Accordingly, the complex (10.10.1) is called the leafwise de Rham complex (or the tangential de Rham complex in the terminology of [75]). This is the complex \((A^{0*}, df)\) in [159]. Its cohomology \( H^*_F(Z) \), called the leafwise de Rham cohomology, equals the cohomology \( H^*(Z; S_F) \) of \( Z \) with coefficients in the sheaf \( S_F \) of germs of elements of \( S_F(Z) \) [88].

In order to relate the leafwise de Rham cohomology \( H^*_F(Z) \) with the de Rham cohomology of \( Z \), let us consider the exact sequence (1.1.32) of vector bundles over \( Z \). Since it admits a splitting, the epimorphism \( i^*_F \) yields that of the algebra \( O^*(Z) \) of exterior forms on \( Z \) to the algebra \( \mathfrak{g}^*(Z) \) of leafwise forms. It obeys the condition

\[
i^*_F \circ d = \tilde{d} \circ i^*_F,
\]

and provides the cochain morphism

\[
i^*_F : (\Bbb{R}, O^*(Z), d) \rightarrow (S_F(Z), F^*(Z), \tilde{d}),
\]

\[
dz^\lambda \rightarrow 0, \quad dz^i \rightarrow \tilde{d}z^i, \quad (10.10.3)
\]
of the de Rham complex of $Z$ to the leafwise de Rham complex (10.10.1) and the corresponding homomorphism

$$[i_F^*] : H^*_{{\text{DR}}}(Z) \to H^*_{{\text{DR}}}(F)$$

(10.10.4)

of the de Rham cohomology of $Z$ to the leafwise one. Let us note that $[i_F^*]^{>0}$ need not be epimorphisms [159].

Given a leaf $i_F : F \to Z$ of $F$, we have the pull-back homomorphism

$$(\mathbb{R}, \mathcal{O}^*(Z), d) \to (\mathbb{R}, \mathcal{O}^*(F), d)$$

(10.10.5)

of the de Rham complex of $Z$ to that of $F$ and the corresponding homomorphism of the de Rham cohomology groups

$$H^*_{{\text{DR}}}(Z) \to H^*_{{\text{DR}}}(F).$$

(10.10.6)

**Theorem 10.10.1.** The homomorphisms (10.10.5) – (10.10.6) factorize through the homomorphisms (10.10.3) – (10.10.4).

**Proof.** It is readily observed that the pull-back bundles $i_F^*TF$ and $i_F^*TF^*$ over $F$ are isomorphic to the tangent and the cotangent bundles of $F$, respectively. Moreover, a direct computation shows that

$$i_F^*(\tilde{d}\phi) = d(i_F^*\phi)$$

for any leafwise form $\phi$. It follows that the cochain morphism (10.10.5) factorizes through the cochain morphism (10.10.3) and the cochain morphism

$$i_F^* : (S_F(Z), \mathcal{F}^*(Z), \tilde{d}) \to (\mathbb{R}, \mathcal{O}^*(F), d), \quad \tilde{d}z^i \to dz^i,$$

(10.10.7)

of the leafwise de Rham complex of $(Z, F)$ to the de Rham complex of $F$. Accordingly, the cohomology morphism (10.10.6) factorizes through the leafwise cohomology

$$H^*_{{\text{DR}}}(Z) \xrightarrow{[i_F^*]} H^*_F(Z) \xrightarrow{[i_F^*]} H^*_{{\text{DR}}}(F).$$

(10.10.8)

Let $Y \to X$ be a fibred manifold endowed with fibred coordinates $(x^\lambda, y^i)$. Treating it as a particular foliated manifold, we come to the notion of the fibrewise de Rham complex and the fibrewise de Rham cohomology. This complex $V^*(Y)$ consists of sections of the exterior bundle $\wedge V^*Y \to Y$ where $V^*Y$ is the vertical cotangent bundle of $Y$ provided with linear bundle coordinates $(x^\lambda, y^i, \dot{y}_i)$ relative to coframes $\{\dot{y}^i\}$. These sections, called the fibrewise forms, are given by the coordinate expression

$$\phi = \frac{1}{r!} \phi_{i_1 \ldots i_r} \, \dot{y}^{i_1} \wedge \cdots \wedge \dot{y}^{i_r}.$$
The $C^\infty(X)$-linear fibrewise exterior differential (10.10.2) acting on these forms reads
\[ \delta \phi = \partial y^k \wedge \partial_k \phi = \frac{1}{r!} \partial_k \phi_{i_1 \ldots i_r} \partial y^k \wedge \partial y^{i_1} \wedge \cdots \wedge \partial y^{i_r}. \]

In particular, there is the cochain morphism (10.10.7) $\partial y^i \to dy^i$ of the fibrewise de Rham complex $(C^\infty(X), V^*(Y), \delta)$ to the de Rham complex $(\mathbb{R}, \mathcal{O}^*(V_x), d)$ of a fibre $V_x, x \in X$, of a fibred manifold $Y \to X$. This cochain morphism yields the corresponding cohomology morphism
\[ H^*_V(Y) \to H^*_{\text{DR}}(V_x) \quad (10.10.9) \]
of the fibrewise cohomology to the de Rham cohomology of $V_x$.

For instance, let $Y \to X$ be an affine bundle. Then
\[ H^{0 < k}_{\text{DR}}(V_x) = 0 \]
for any $x \in X$. Let us show the following.

**Theorem 10.10.2.** If $Y \to X$ is an affine bundle, its fibrewise de Rham complex is acyclic, i.e., cohomology $H^{0 < k}_V(Y)$ is trivial.

**Proof.** Let an affine bundle $Y \to X$ be provided with bundle coordinates $(x^\lambda, y^i)$ possessing linear transition functions (see Theorem 1.1.13). Given a coordinate chart $(U \times V; x^\lambda, y^i)$ of $Y$ over a domain $U \subset X$, let us consider the homotopy operator
\[ h : V^k(Y) \to V^{k-1}(Y), \]
\[ h(\phi) = \frac{1}{(k-1)!} \int_0^1 \left( \frac{1}{(k-1)!} t^{k-1} y^{i_1} \phi_{i_1 i_2 \ldots i_k} (x^\lambda, ty^j) \partial y^{i_2} \wedge \cdots \wedge \partial y^{i_k} \right) dt. \]
This operator is globally defined due to linear transition functions of fibre coordinates $y^i$. \qed

**Remark 10.10.1.** If
\[ Y = \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n, \]

Theorem 10.10.2 reproduces the so called relative Poincaré lemma [53]. For instance, let $\phi = \varphi \wedge \omega$ be an exact $(r+n)$-form on $\mathbb{R}^n \times \mathbb{R}^m$. Then, $\phi$ is brought into the form $\phi = d\sigma \wedge \omega$ where $\sigma$ is an $(r-1)$-form on $\mathbb{R}^n \times \mathbb{R}^m$. 
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