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Abstract—In this paper, we formulate the problem of constructing an onboard switched network of minimum
complexity required for real-time transmission of periodic messages, as well as propose algorithms for its
solution (generating the network structure and system of virtual links). Results of the experimental evaluation
of the proposed algorithms for constructing onboard AFDX networks are also presented.
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1. INTRODUCTION
Modern real-time information and control systems

are distributed systems that include computational
resources, sensors, actuator controllers, storage devices,
and displays, which communicate with each other.
In these systems, three levels of data processing can be
distinguished: level of preprocessing, level of primary
processing, and level of secondary processing. To enable
real-time execution of functional programs, the network
must provide the maximum performance and band-
width at the level of primary data processing.

Currently, there is a transition from federated
architecture to integrated modular architecture. The
second approach is known as integrated modular avi-
onics (IMA). There are a number of standards that
regulate the construction of IMA systems:

1. ARINC 651 describes the basic principles of
constructing IMA systems [1];

2. ARINC 653 is a specification for operating sys-
tems [2];

3. FC-AE-ASM-RT is a specification for networks
based on Fibre Channel [3];

4. ARINC 664 (AFDX) is a specification for
Ethernet-based networks [4].

The ARINC 651 standard describes basic princi-
ples of constructing IMA systems. In accordance with
this standard, an onboard computer is built on a set of
standardized computational modules.

The ARINC 653 standard describes the design of
operating systems that enable real-time program exe-
cution and isolation of programs of different onboard
subsystems when they are executed on the onboard
computer. The isolation extends to all resources,
including register memory, CPU caches, and I/O

buses (ports). Programs of different subsystems are
isolated by introduction of sections and windows. Pro-
grams of each onboard subsystem have their own sec-
tion and set of time windows (non-overlapping time
intervals). A schedule for closing and opening the win-
dows is generated in advance, before initiating the sys-
tem. Section programs can be executed only within
their time windows, and each section is allocated nec-
essary amount of memory, which cannot be accessed
by programs from other sections. Within the window,
section programs are executed in accordance with
their priorities once the corresponding data are avail-
able. The program can be interrupted and then rerun
in this window or in one of the subsequent windows of
the section. Programs from different sections can
communicate only by passing messages.

The FC-AE-ASM-RT standard regulates the con-
struction of exchange networks based on Fibre Chan-
nel. The ARINC 664 (AFDX) standard describes the
design of onboard exchange networks for civil air-
crafts. The basic topology is a switched network based
on Ethernet 802.3. Real-time message passing is
achieved by introducing virtual links and traffic con-
trol mechanism for each link. When constructing an
onboard network, characteristics of virtual links and
their paths are set in such a way as to ensure real-time
transmission of periodic messages via each virtual link,
i.e., a message must be passed once in each period.

In [5], considering the example of a radar system
with phased antenna arrays, it was shown that the
transition from federated architectures to IMA archi-
tectures (i.e., when porting primary processing pro-
grams from the system computer to the onboard com-
puter) increases data f low in the network by a factor of
103–105, depending on the characteristics of the radar
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Fig. 1. Virtual links multiplexing using jitter.
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system. That is why the construction of onboard
exchange networks with minimum complexity is
important.

In this paper, we formulate the problem of con-
structing an onboard switched network of minimum
complexity required for real-time transmission of
periodic messages, as well as propose algorithms for its
solution (generating the network structure and system
of virtual links). Results of the experimental evaluation
of the proposed algorithms for constructing onboard
AFDX networks are presented.

2. PROBLEM OF CONSTRUCTING
AN ONBOARD EXCHANGE AFDX NETWORK

In [6], an algorithm for constructing a system of
virtual links in an onboard exchange network with a
predefined topology was proposed. Here, we formu-
late the problem of constructing an onboard exchange
network of minimum complexity required for real-
time transmission of periodic messages (generation of
the network structure and system of virtual links).

Suppose that we have a set N of locations of end sys-
tems, set K of possible locations of switches, set  of
possible links between the switches, set  of possible
links between the end systems and switches, and set V of
links weights (cable length). Each link1  has
its bandwidth . For each end system , a set of
subscribers An is defined (one subscriber can be con-
nected only to one end system).

Network workload is given by a set of periodic mes-
sages MSG each message in which is characterized by
the following parameters:

1.  (ms) is a message transmission period;

2. sizemsg (bytes) is the size of a message;

1 According to the standard [4], redundancy is achieved by using
two independent networks. For each virtual link, the end system
sends a data copy to both the networks. In this paper, we analyze
data transmission only through one network with the results for
the other network being similar.

swE
endE

∈ sw ende E E
eR ∈n N

msgT
PROGRAMMING A
3.  (μs) is the maximum release jitter of mes-
sage generation within the period (i.e., the maximum
time interval, starting from the beginning of the
period, during which a message can be generated);

4.  is the subscriber that sends a message
(sender);

5.  is a set of subscribers that receive messages
(receivers), which are connected to the end systems.

For real-time message transmission, the following
conditions must hold:

1. a message must be transmitted at least once in a
period;

2.  (ms) is the end-to-end transmission time;

3.  (ms) is the end-to-end jitter.
The onboard exchange network is described by a

weighted graph , where 
is a subset of the end systems the subscribers of which
are either senders or receivers;  is a subset of
switches such that at least one data path passes
through each switch;  are links along
which there is at least one data path; and  are
weights of all links .

Let us introduce a measure of network complexity
S for the onboard exchange network, which is defined
as the total length of all links:

Then, the maximal network (complete graph) is an
onboard exchange network of maximum complexity,
i.e., an onboard network  that includes all switches
from the set K and all links from the set .

Constructing a virtual link  means defining the
following parameters.

1.  (bytes) is the maximum frame size for a vir-
tual link,  bytes; the size of the
frame header is c = 47 bytes and the time gap between
frames is gap = 12 μs.
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2.  (ms) is the start-to-start time gap between
frame transmissions for a zero frame generation jitter;
according to the standard, its value is from 1 to 128 ms
and is a power of two.

3.  is the maximum frame generation jitter on
the sender end system.

4.  is the sender end system.
5.  is the set of recipient end systems.
6.  is a tree of frame transmission routes in the

network.
7.  is a set of messages sent via a given virtual

link by one subscriber connected to .
Figure 1 shows that frames of virtual links  and
 cannot be transmitted strictly regularly (with the

time gap BAG). When shifting the frames of  with
respect to  by the value that does not exceed

, the frames can be passed without loosing regu-
larity of transmission.

To construct and route virtual links, the following
constraints must be satisfied.

1. The total bandwidth reserved for the virtual links
passing through the link e must not exceed its band-
width:

(1)

2. For each virtual link, the frame sending fre-
quency required for transmitting its periodic messages
(split into frames) must not exceed the maximum
frame sending frequency:

(2)

This constraint is due to the fact that all frames of a
message msg must get to the link before the next mes-
sage msg arrives, i.e., during the period , taking
into account that the message msg is split into

 frames.

3. The maximum frame jitter on the sender end sys-
tems must not exceed 500 μs:2

(3)

4. The maximum end-to-end transmission time
and the maximum end-to-end jitter must not violate
the following constraints:

(4)

2 This constraint stems from the recommendations described in
the standard [4].
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where  and  are procedures for esti-
mating the message transmission times and jitters,
respectively.

The solution of the problem consists in constructing a
minimal onboard exchange network G* and a set of vir-
tual links VL for the maximal subset .
Thus, we have two constrained optimization problems
with constraints (1)–(4):

where U is a set of all subgraphs of the maximal net-
work. As the first criterion, we select the maximization
of the number of transmitted messages; as the second
criterion, we select the minimization of the complex-
ity of the onboard network.

This choice of optimization criteria implies two
classes of problems:

1. the problem with such input data that all mes-
sages can be allocated in the maximal network;

2. the problem with such input data that all messages
cannot be allocated even in the maximal network.

3. ALGORITHM FOR CONSTRUCTING
AN ONBOARD EXCHANGE NETWORK

OF MINIMUM COMPLEXITY
The algorithm consists of the following steps.
Step 1. Create the maximal network G.
Step 2. For each message from MSG, assign a vir-

tual link with such LM, BAG, and JM that constraint
(2) is fulfilled.

Step 3. For all virtual links, check the fulfillment of
constraint (3). If the constraint is not satisfied for all
virtual links, then perform the aggregation procedure.
This procedure aggregates the messages from one sub-
scriber into a virtual link (while deleting the old virtual
links of these messages) in such a way that constraints (2)
and (3) are fulfilled.

Step 4. For each virtual link, build a route taking
into account constraint (1) and the total length of the
links already used for data transmission; virtual links
are processed in decreasing order of the required
bandwidth.

Step 4.1. Perform the routing procedure. If the
routing is successful, then go to Step 5.

Step 4.2. Perform the limited enumeration proce-
dure for the routes of the already assigned virtual links.
If the procedure is successfully completed, then pro-
ceed to the next virtual link.

Step 4.2.2. Else, in the case where only one mes-
sage is transmitted via the virtual link, its assignment is
considered impossible. Otherwise, the message with
the maximum LM/BAG ratio is removed from the vir-
tual link (its allocation is considered unsuccessful),
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and the link is reconfigured using the aggregation pro-
cedure. Then, step 4.1 is performed for the reconfig-
ured virtual link.

Step 5. For each message, perform the following
steps.

Step 5.1. Estimate the message transmission time
and jitter; check the fulfillment of constraint (4). If the
constraint holds, then proceed to the next message.

Step 5.2. Reconfigure the virtual link by retuning
the parameters LM, BAG, and JM while taking into
account the estimates obtained at step 5.1. If, upon
reconfiguration, constraint (4) is fulfilled, then pro-
ceed to the next message.

Step 5.3. Aggregate virtual links and, for each aggre-
gated link, find its route and check the fulfillment of con-
straints (1)–(4). In the case of the success, the old virtual
links are replaced with a new virtual link. Otherwise,
message allocation is considered unsuccessful.

Step 6. Minimize the complete graph G as follows.3

Step 6.1. For each link, check if it is used in any rout
of the assigned virtual links. If it is not, then remove
this link from the graph.

Step 6.2. For each switch, check the number of
links to other switches. If there are no links, then
remove this switch from the graph.

Procedure for Evaluating the Properties of Virtual
Links.

Input: virtual link .
Output:  with the desired parameters LM, BAG,

and JM.
Procedure for Virtual Links Aggregation.
Input: virtual link .
Output: aggregated virtual link for  with the

desired parameters LM, BAG, and JM; otherwise, the
procedure returns a failure.

Limited Enumeration Procedure.
Input: set of assigned virtual links; virtual link  for

which no paths have been found.
Output: virtual link  with a route; otherwise, the

procedure returns a failure.
Procedure for Estimating the Maximum Message

Transmission Time and Jitter.
Input: message msg passed via .
Output:  and .
Procedure for Virtual Link Reconfiguration.
Input: virtual link  with msg for which (4) does

not hold.

3 At this step of the algorithm, it is not required to delete links
used in the network with subsequent reconfiguration of virtual
routes because the routing procedure takes into account not
only the length of the links, but also their involvement in the
transmission of the already allocated messages; thus, at each
iteration of the procedure, the complexity of the network either
does not change or increases only slightly.
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Output: virtual link  with new parameters LM,
BAG, and JM; otherwise, the procedure returns a failure.

These procedures are described in detail in [6].
Procedure for Virtual Link Routing.
Input: graph G; virtual link .
Output: virtual link  with a route; otherwise, the

procedure returns a failure.
Step 1. Modify the graph G by removing all links

the free bandwidth of which is lower than the required
bandwidth.

Step 2. For the resulting subgraph, run Yen’s algo-
rithm, which uses the following two criteria.

• The edge weight criterion is

where , Ve is the length of the link e, and k is the
number of virtual links already assigned to this link.
This criterion is used to find a path by Dijkstra’s algo-
rithm.

• The path comparison criterion is

where I(e) is the edge weight criterion,

 =  +

 is the heuristic [6] that esti-

mates the cost of a path based on the duration of frame
transmission via the current virtual link over all trans-
mission links of this path, while taking into account
the estimate of expected frame transmissions via other
virtual links,  are coefficients such that

.
Among k paths found, the path with minimal

I(path) is selected.
The algorithm terminates upon finding the shortest

path to one of the receiving end systems to which no
paths have yet been found.

Step 3. If paths to all receivers are found, then
return the union of these paths, which is the route of a
virtual link. Otherwise, go to step 2.

4. EXPERIMENTAL EVALUATION
OF THE ALGORITHM

The experimental evaluation was aimed at testing
the efficiency of the proposed algorithm on input data
of different classes. The efficiency criteria were the
total length of links used in the exchange network and
the number of allocated messages.

For each data class described in Section 1, message
sets of the following three types were generated.
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Diagram 1. Results for two data classes (left: 1, 2, 3 data types for 1 data class; right: 1, 2, 3 types data for class 2 data).

1 data type

Number of allocated messages (with respect to their maximum number)
Total length used (with respect to the maximum length)

2 data type 3 data type 1 data type 2 data type 3 data type

100% 100%

76% 78% 77%
52%

30%
46%

83% 84% 90%
96%
1. A large set of messages with low transmission
time requirements: 1500 messages from 1 to 1000 bytes
in size with the period from 1 to 1000 s and maximum
end-to-end transmission time from 0.1 to 100 s.

2. A small set of large messages: 100 messages from
1 Kb to 1 Mb in size with the period from 1 to 10 s and
maximum end-to-end transmission time from 1 to 10 s.

3. A set of messages with low transmission time
requirements: 100 messages from 1 to 1000 bytes in
size with the period from 10 to 100 ms and maximum
end-to-end transmission time from 1 to 10 ms.

The experiments were carried out on topologies
typical of the IMA systems (e.g., the topology from
[11]), to which redundancy was added.

For each topology, data of all classes with all sub-
types were generated. For each subtype, 100 random
sets were generated; then, the results were averaged.
The main results of the investigation are shown in Dia-
gram 1 for all data classes.

Based on the experimental results, the following
conclusions can be made:

1. the algorithm minimizes the complexity of the
original network by 23% on average;

2. for the second data class, the algorithm con-
structs the maximal network in the majority of cases.

5. CONCLUSIONS

The algorithm proposed in this paper, for the initial
set of periodic messages, constructs a switched net-
work of minimum complexity required for real-time
message transmission and a set of virtual links via
which the messages are passed.

The algorithm can be adapted to AFDX switches
from different manufacturers by modifying the algorithm
for tuning virtual link parameters and by using different
methods to estimate the maximum end-to-end transmis-
sion time and jitter for message transmission.
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