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Abstract: We report a high precision method of measuring s-wave scattering lengths in a

Bose-Einstein condensate (BEC) and a coherence time of 2.8 s in a Ramsey interferometer

employing an interacting BEC.

1. Introduction

Atomic interactions play a major role in ultracold quantum gases, matter-wave interferometry and frequency shifts

of atomic clocks. Precise knowledge of inter-particle interaction strengths is important because the dynamical

evolution of a Bose-Einstein condensate is highly sensitive to atomic collisions and BEC interferometry is greatly

influenced by mean-field driven dephasing [1] and quantum phase diffusion [2]. Here we demonstrate that in

the presence of atomic interactions the interference contrast can be enhanced by mean-field rephasing of the

condensate and the timely application of a spin echo pulse [3]. We observe a periodic decrease and revival of the

contrast with a slowly decaying magnitude. We also employ collective oscillations of a two-component BEC for

the precision measurement of the interspecies scattering length a12 with a relative uncertainty of 1.6 × 10−4.

2. Periodical Rephasing and Long Coherence Time of BEC

A 87Rb condensate is trapped in a cigar-shaped magnetic trap on an atom chip [4] in two internal states (|1〉 =
|F = 1,mF = −1〉 and |2〉 = |F = 2,mF = +1〉) coupled via a two-photon MW-RF transition. In the

Ramsey interferometer (Fig. 1(a)) the first π/2 pulse prepares a coherent superposition of two components in a

non-equilibrium state due to the different values of scattering lengths a11, a12 and a22. The wavefunctions of

two components begin to oscillate out-of-phase along the axial direction of the trap. During the first half of the

oscillation the relative phase of the two states grows non-uniformly in space [1] and the component wavefunctions

separate in space leading to a rapid decrease in the fringe contrast (T = 0.2 s, Fig. 1(a)) [3]. The relative phase

becomes uniform along the condensate when the two wavefunctions complete an oscillation cycle at Tosc = 0.37 s

and we observe a remarkable recovery of the contrast - a self-rephasing of the two-component BEC.
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Fig. 1: Dependence of the interferometric contrast (filled circles) on the evolution time T in the Ramsey (a) and spin echo (b) sequences.

Simulations: GPE theory (red dotted), truncated Wigner model without (blue dashed) and with (solid black) technical noise.

We apply a spin echo pulse (Fig. 1(b)) to reverse the relative phase evolution and to compensate for asymmetric

losses of the two states by inverting the populations of the BEC components |1〉 and |2〉. Maximal revivals of the

contrast (0.85 at T = 0.75 s and 0.75 at T = 1.5 s, Fig. 1(b)) are observed when the self-rephasing mechanism and

the spin echo are synchronized. This occurs if the π pulse is applied at T /2 = Tosc, 2Tosc, when the relative phase

is uniform along the condensate and the two wavefunctions overlap in space. Simulations of the Gross-Pitaevskii

equations (GPEs) clearly show the echo-enhanced revivals of the contrast but predict almost 100% recovery of the

contrast not seen in the experiments (Fig. 1(b)) due to the presence of beyond-mean-field effects. The inclusion

of quantum and technical noise in the simulations provides a better fit with the data and allows to evaluate a

coherence time of 2.8 s for the interacting BEC interferometer.



3. Measurement of s-Wave Scattering Lengths

Collective oscillations of a three-dimensional (3D) two-component BEC in a cigar-shaped trap can be conveniently

described by an effective 1D treatment using Gaussian trial functions [5]. For the transfer of a small atom

number to state |2〉 the equations show the existence of state |2〉 oscillations with the frequency f2 =

4fax

√
(1−√

a12/a11)/3. Accurate measurements of the axial trap frequency fax and the state |2〉 oscillations

with the frequency f2 make possible a precision measurement of the ratio a12/a11.

Our trap frequencies (98.23, 101.0, 11.507) Hz are measured by employing dipole oscillations of the

condensate. To monitor the state |2〉 oscillations we transfer 10% of the condensed atoms from state |1〉 to state |2〉,
allow the BEC to evolve dynamically in the trap for variable oscillation times, release the atoms from the trap and

image both components after a variable time-of-flight [5]. The 2D distribution of the column density of component

|2〉 is fitted with Gaussian functions to obtain the axial width of the atomic cloud. Oscillations of the extracted axial

widths (black dots) with time are presented in the Fig. 2(a). Each point represents one experimental realization

and we fit the temporal dependence of the data with the GPE simulations (blue solid line), varying parameters

a12, a22 and the total atom number and using a converging iteration procedure [5]. We carry out six series of

measurements with different times of flight (6.6 ms and 20.1 ms), atom number (from 6 × 104 up to 1.5 × 105)

and take systematic uncertainties into account. Using a11 = 100.40 a0 (a0 is the Bohr radius) as the established

value, we evaluate a12 = 98.006(16) a0 from our measurement series.
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Fig. 2: (a) Temporal evolution of the axial width of component |2〉 in a superposition of two states prepared with a π/5 pulse; (b) Ramsey

fringes in the time domain for the π/2 (red solid line) and π/10 (blue solid line).

In order to measure the intraspecies scattering length a22, we perform two Ramsey interferometric sequences

with a variable area of the first pulse (π/10 and π/2, Fig. 2(b)). The collisional shift for the π/10 pulse (the small

atom number in |2〉) is proportional to n(r)(a11−a12) and for the π/2 pulse to n(r)(a11−a22), where n(r) is the

atom number density. The ratio of the two shifts is independent of n(r) greatly reducing the systematic error on

the atom number variations. We run the GPE simulations to fit our data and extract the value a22 = 95.44(7) a0.

4. Conclusion

We show that atomic interactions not only lead to dephasing of a BEC interferometer but under appropriate

conditions produce rephasing of the BEC wavefunctions and the recovery of the interferometric contrast. We also

demonstrate a method of high-precision measurements of s-wave scattering lengths in the two-component BEC.

Our observations are important for precision measurements and the development of sensors based on quantum

degenerate gases.
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Recent progress with generation and applications of quantum entangled states in 

macroscopic systems will be reviewed. � Spin polarized atomic gas in a magnetic field 

behaves as a quantum harmonic oscillator in the ground state even at room temperature. �

Entanglement generated by dissipation and a steady  entangled state with an arbitrary long 

life time has been demonstrated for such oscillators. �Entanglement between two atomic 

spin ensembles allowed for demonstration of a magnetic field measurement in which 

suppression of the quantum measurement back action and quantum projection noise has 

led to a record sensitivity at the sub-femtoTesla level. Recently  quantum teleportation of 

atomic spin states between two spin ensembles has been demonstrated. These methods 

and ideas are now being transferred to mechanical and electrical oscillators paving the 

road to quantum state transfer between disparate macroscopic quantum systems.
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A planar Fermi gas of atoms with tunable s-wave interactions is studied in various smoothly-
connected many-body regimes including the regime of Fermi liquid, strong interaction, and 
molecular Bose gas. 

Reduction of spatial dimensionality from three to two has strong effect on many-body quantum systems. In 2D, 
the phenomena of superfluidity and Bose condensation become clearly separated [1]. High-temperature 
superconductivity is attributed to 2D structure of the cuprate materials [2]. Semiconductor and oxide interfaces filled 
with 2D electron gas are at the basis of modern and prospective electronics [3]. Despite significant theoretical 
progress [2, 4], understanding of 2D systems is far from being complete, even in somewhat basic situations. 
Ultracold gases of Fermi atoms have been previously used to study fundamentals of 3D many-body quantum 
systems [5]. 

In experiment, we have realized and studied a quasi-2D Fermi gas of atoms with widely tunable s-wave 
interactions. A gas of lithium-6 atoms has been cooled and confined in a series of planar traps as shown in Fig. 1. 
Motion along one direction is “frozen” by tight confinement. The interactions are tuned by means of the Fano-
Feshbach resonance. Different values of the interaction parameter correspond to physically different, smoothly-
connected many-body states: Fermi gas of weakly attractive particles, strongly-interacting matter in a profoundly 
many-body regime, and a Bose gas of tightly-bound diatomic molecules. The system is characterized quantitatively 
by local in situ measurements of the pressure and density. For a weakly attractive Fermi gas, the pressure is 
somewhat above a Fermi-liquid theory prediction [6]. In the strongly-interacting regime, the pressure is significantly 
below the values obtained by Monte Carlo simulation within a strictly two-dimensional model [7]. This suggests 
that strong interactions break dimensionality two by populating excited states of motion along the tightly-confined 
direction. Interestingly, most of cuprate superconductors are not purely 2D systems either because some interlayer 
hopping of electrons is possible [2]. In the Bose regime, the measured pressure agrees with calculations for a 
weakly-interacting Bose gas, with no adjustable parameters. 

Fig. 1. Trapping ultracold atoms in antinodes of a standing optical wave. The isolated clouds of atoms shown in dark red, the standing-wave 
intensity shown in light purple. 

Generally, for a 2D Fermi system, calculations of thermodynamic quantities are more sensitive to the choice of 
model than those in 3D. Reported measurements, therefore, may serve for sensitive testing of many-body theoretical 
methods applicable across different disciplines including nuclear and condensed matter physics. 
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Abstract: We analyze influence of external magnetic field on relaxation processes in ultracold 
plasma.  Simulations show that magnetic field can strongly reduce of the recombination plasma 
rate. We assembled setup for preparation and study of ultracold lithium plasma by using tunable 
lasers.  Behavior of laser cooled plasma in external magnetic fields will be investigated. 

Our studies of ultracold plasma in magnetic field were initiated by opportunity to control laser cooled plasma and 
possibility to increase a production of anti-hydrogen atoms from cold antiprotons and positrons. According our 
preliminary estimations an intermediate magnetic field B ~ 0.1 T can decrease the rate of relaxation processes in 
ultracold plasma.  In the frame of molecular dynamic approach we obtained that external magnetic field can reduce 
the recombination rate by several orders [1].  The main parameter ϛ, which defined the relation between magnetic 
field B and recombination rate α, is the ratio of the Lamoure radius and the Landau length. Calculated 
recombination rates are presented in Fig. 1 as “points” for different electron temperatures. 

Fig.1. Normalized relaxation rate v.s. magnetic field B. 

In Fig. 1. simple extrapolations αB = α0 [1 - exp(- ϛ)] are presented as solid curves. Here α0 is the recombination rate 
at B = 0. 

We assembled setup for preparation and study of ultracold lithium plasma by using different tunable lasers. 
The vacuum system consists two parts: Zeeman slower and magneto-optical trap (MOT). To cool and trap 7Li or 6Li 
atoms we use two external cavity diode lasers. When the lithium atoms are trapped in MOT we ionize the cold 
atoms by pulsed narrow band titanium-sapphire laser. We can reach initial plasma temperature much bellow 1 K. 
We have developed several techniques to diagnose of laser ultra-cold plasma. Some of these techniques based on 
methods which already discussed in literature. The temporal and spectral properties of laser cooled plasma in 
external magnetic fields will be studied. 
This work was supported by grants from the Program for basic research of the Presidium of the Russian Academy of 
Sciences Study of matter under extreme conditions under the guidance of Academic Fortov V.E., Ministry of 
Education and science of Russian Federation Grant FCP (№8679, №8513, №8364). 
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Abstract: We have used a single trapped atomic ion to induce and measure a large optical 
phase shift of 1.3 radians in light scattered by the atom by utilizing spatial interferometry 
based on absorption imaging 

A laser-cooled trapped atomic ion is a nearly ideal isolated quantum system and is therefore a perfect test bed for 
fundamental atomic and quantum physics experiments. We have used a single 174Yb+ ion to measure a large 
optical phase shift between an illumination field and light scattered by the ion. A schematic of the experimental 
apparatus is shown in Fig. 1. The ion (blue dot in the figure) is trapped in ultra-high vacuum using a double-
needle radio-frequency (RF) quadrupole Paul trap. Laser light at 369.5 nm, near resonance of the ion’s cooling 
transition is weakly focused onto the ion to provide an illumination field that can be approximated as a plane 
wave. Since the ion is driven by this external field, it will emit a spherical wave. To provide additional laser 
cooling, an auxiliary 369.5 nm laser beam (not shown in the figure), detuned -200 MHz from atomic resonance, 
is incident perpendicular to the optical axis and the needle axis This allowed us to access the blue side of the 
transition without losing the ion.  

When transmitted past the ion, the illumination wave will interfere with the scattered wave emitted by the 
ion. This light is reimaged onto a cooled CCD camera with a magnification of 585 using a phase Fresnel lens 
with almost diffraction limited performance and a high numerical aperture NA = 0.64 [1].  

Fig. 1 174Yb+ ion is trapped in an RF needle trap and illuminated by a weakly focused light 
field near resonance. The interference between the illumination field and the scattered wave emitted by the ion is acquired 
with a CCD camera and a high NA phase Fresnel lens (PFL) at different focal planes as indicated by the coloured graphs on 
the right hand side. Laser cooling is provided by the illumination field and an auxiliary laser beam (not shown) detuned -
200 MHz from the illumination beam that is incident perpendicular to the needle axis and optical axis of the illumination 
beam.

Our data consist of background-subtracted, normalised absorption images obtained for different laser detunings 
and focusing planes. From these spatial interferograms (as indicated in Fig. 1 right hand side for three focal 
planes) we are able to isolate the scattered part from the illumination part of the light field. The experimental 
setup and the data taking process are described in more detail in [2, 3]. 

Figure 2 shows spatial interferograms for two different detunings (a) -13 MHz and (b) +9 MHz. For each 
detuning three images at different focal planes are shown in rows. The left column for each detuning shows the 
measured data which is compared to the theoretical prediction depicted in the right column. 



Fig. 2

Fig. 3

Figure 3 shows the phase shift of the scattered wave as a function of the laser detuning. Each data point was 
obtained from a spatial interferogram as shown in Fig. 2. The measured phase shift is in good agreement with 
semiclassical theory were the ion is modelled as a damped harmonic oscillator driven by the laser field. The 
model and the way how the data was extracted is described in Ref. [3]. 

In conclusion we have observed a large optical phase shift of 1.3±01 radian from a single ion. This phase 
shift can be controlled by changing the detuning of the illumination laser. Our observation of single-atom phase 
shifts at the theoretical limit holds wide implications for microscopy and nanophotonics. Our results verify that 
the large optical phase shifts predicted by quantum theory can actually be observed in practice, calibrating the 
capabilities of techniques based on phase shifts. This scheme might find application in quantum computing and 
quantum information processing. 
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Abstract: We report on progress towards multi-qubit quantum logic us-
ing an array of optically trapped neutral atom qubits. Rydberg state medi-
ated long range interactions enable gate operations beyond nearest neighbors
for scalable computing.

1. Introduction

Neutral atom hyperfine qubits localized in an array of optical traps repre-
sent a promising and actively pursued approach to implementing multi-qubit
quantum information processing (QIP) devices[1,2,3,4]. Far detuned optical
traps provide strong confinement with low photon scattering rates and low
decoherence. Quantum information can be stored with excellent coherence
properties in atomic hyperfine states. Entangling gate operations are enabled
by exciting atomic ground states to high lying Rydberg levels with strong
long-range van der Waals interactions. When the interaction range exceeds
the lattice spacing gates beyond nearest neighbors can be performed. This is
advantageous for multiple qubit interactions[5] such as are needed for quan-
tum error correction.

2. Multi-qubit architecture

We report on experiments implementing an architecture designed to be scal-
able to tens of qubits in a two-dimensional array. We use blue detuned trap
potentials for magic trapping of ground and Rydberg state atoms. A novel
Gaussian beam array architecture provides phase stable, and optically re-
solvable trap sites. Trap lifetimes for Rydberg states that are limited only
by spontaneous decay are demonstrated. A fluorescence image of 6 single
atom qubits in a 2D trap array is shown in the figure.

Single qubit gate operations are performed with two-photon stimulated
Raman transitions at 459 nm. The use of short wavelength Raman light
allows for better focusing and reduced crosstalk between sites. Rydberg ex-
citation is achieved with two-photon transitions via an intermediate p-level.

1



Figure 1: Fluorescence image of six Cs atom qubits in a 4 μm spacing trap
array.

Characterization of one- and two-qubit gates, and plans for implementation
of quantum algorithms will be discussed.

This work was supported by IARPA, through ARO, and DARPA through
AFOSR.
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Abstract: The paper presents the last results on ultra-high resolution spectroscopy of laser 
cooled and trapped magnesium atoms. Application of cold Mg atoms for an optical frequency 
standard with relative uncertainty /  <10-16 is discussed. 

 
Frequency standards play an important role as powerful instruments for fundamental science and numerous 
metrological and navigation applications. Relative uncertainty of a primary frequency standard based on a 
fountain of cold 133Cs atoms, most probably, come up to their limit at 10-16[1]. Further progress in accuracy is 
connected with frequency standards in optical range. To realize an advantage of the optical range the key 
problem is a suppression of Doppler effects relative influence of which is independent on absolute frequency - 

~v/c. Spatial localization of single ion/atoms inside a trap with a size less that wavelength, at least in the 
direction of an observation, is needed to suppress Doppler and the recoil effects. With this localization (Lamb-
Dicke regime) [2] motional effects are strongly suppressed.  Nowadays, uncertainty of the most precise optical 
standard based on Al+ ion reaches down to 10-17[3]. This is order of magnitude less than uncertainty of the most 
accurate microwave frequency standard.  Optical frequency standards based on cooled and localized neutral Ca, 
Sr, Mg, Yb, Hg atoms are less accurate at the moment. With experimental realization of cooling and trapping of 
105 - 106 atoms inside a dipole optical trap (optical lattice) formed by standing wave at magic  wavelength[4] 
the situation may changes in neutral atoms favour. The advantage is larger signal/noise ratio that leads up to 
higher frequency stability. Nowadays, Sr optical lattice frequency standard shows the best result - uncertainty is 
10-16[5]. Magnesium atoms have some advantages as compared with Sr atoms. Internal electronic shells of Mg 
atom are completely filled that simplify calculations of the influence of various physical factors on the 
frequency shift of the clock transition. The Black Body Radiation (BBR) shift of the Mg clock transition is one 
of the lowest among other alkaline-earth atoms [6].For the development of Mg frequency standard both the 1S0 - 
3P1 transition with a natural width of 30 Hz and the ultra narrow transitions 

1S0  - 3P2 and 
1S0 - 3P0 are of interest 

(see Fig. 1). In the case of the 1S0 - 3P0 transition, the use of the magneto-induced spectroscopy method [7] is 
promising. The most serious disadvantage of Mg is the problem of a sub-Doppler cooling. Two-photon and 
quenching sub-Doppler cooling [8,9] were proposed and realized but these methods failed to cool down Mg 

optical lattice. Only recently 
magnesium atoms were were loaded into a dipole trap [10].  
 

 
 

Fig.1 Level scheme of Mg atom. 
 

The main aim of our studies is to develop an optical frequency standard with ultra cold Mg atoms [11].  
As a first stage, we realized laser cooling and trapping of 24Mg atoms into a MOT using strong 1S0 -1P1 



6 -107 atoms at temperature of ~3 mK was used for high precision 
spectroscopy of the 1S0 - 3P1 clock transition. Fig. 2 shows our experimental setup for high resolution 
spectroscopy of cooled Mg atoms. AOMs were used to form a four-pulse Ramsey-
time domain [12] to probe the clock transition. Narrow resonances (Ramsey fringes) were detected in a 
luminescence signal of an atom cloud when interacting with a probe laser pulses. Fig. 3 shows Ramsey fringes 
detected with the 3 values of a time delay between pulses. The best spectral resolution of 2-3 KHz in this 
experiment was limited by a width of laser line. Optical frequency standard at 655.7 THz with relative 
uncertainty of 10-14 could be realized by laser frequency stabilization to a central Ramsey fringe. The main 
limitation of this stage is a residual Doppler and recoil effects of free atoms. For further frequency uncertainty 
level of 10-16 we plan to realize a second cooling stage. Mg atoms trapping into 1D an optical lattice is the aim 
of our studies to reach this level of accuracy. Sub-D
for effective loading of an optical lattice The 3P2 -3D3 triplet transition will be used  for sub-Doppler cooling of 
Mg atoms. The level 3P2 of the transition is degenerate and a sub-Doppler cooling by polarization gradients is 
possible [13]. The theoretical analysis of sub-Doppler 1D cooling in our case[14] demonstrate that with a proper 
choice of a laser radiation parameters a large part (up to 60%) of atoms will be cooled down to temperature ~10 

realization of sub-Doppler cooling is in progress now. 
 

 
 

Fig. 2 Experimental setup for high precision spectroscopy 
 of Mg atom in MOT. 

Fig.3 Ramsey fringes detected with the set of delay times T 
between pulses of the duration : 1- T=  2-T=25 

-  Labels the position of the 
recoil componets,  
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Abstract: We report on deep two-stage laser cooling and trapping of Thulium atoms. Atoms were 
loaded in magnetic and optical dipole traps for spectroscopy of the inner-shell transition at 1.14 m.  

Rare-earth elements like Sm, Dy, Er, Tm attract a close interest due to their specific level structure. High 
magnetic moment of the ground state (up to 10 Bohr magnetons) and corresponding strong anisotropic atom-
atom interactions make them favourable species for low-temperature studies. Recent experiments on Bose-
Einstein condensation in Dysprosium [1] and Erbium [2]  demonstrated tunable dipolar condensation using low-
field Feshbach resonances. These experiments become possible due to recent successes in laser cooling and 
trapping of hollow-shell rare-earth elements with a rich level structure [3]. 
 Another unique feature of hollow 4f-subshell rare-earth elements is the presence of the large ground 
state fine splitting corresponding to different 4f electronic spin states. The splitting between these states can 
reach hundreds of therahertz such that corresponding magnetic-dipole transitions can be excited optically. In 
contrast to transitions by the valence electron from the 6s shell, f-f transitions are strongly shielded from external 
electrical fields by the closed outer 5s2 and 6s2 shells. It makes them favorable candidates for applications in 
highly stable optical clocks.  We propose the magnetic-dipole transition between ground state (4f136s2) multiplet 
levels J=7/2 J=5/2 (J – the full electron momentum quantum number) at 1.14 m as a candidate for the stable 
clock transition in atomic Thulium  [4]. 

Formerly we demonstrated laser cooling and magneto-optical trapping of Thulium atoms using the 

strong nearly-closed transition at 410.6 nm [5]. Up to 106 atoms were loaded in a magneto-optical trap (MOT) 

with the typical sub-Doppler temperature of 100 K using a Zeeman slower. Efficient sub-Doppler cooling 

(Doppler temperature for this transition equals 240 K) takes place directly in the MOT because of near-

degenerate Landè g-factros of cooling levels. High ground state magnetic moment of Tm enable magnetic 

trapping of atoms into a shallow magnetic trap  with the axial field gradient of 20 G/cm. We studied the role of 

binary collisions in the trap containing up to 4 104 spin-polarized atoms at the temperature of 40 K. The 

binary collision rate was estimated as less than 10-11 cm3c-1 which is compatible with other experiments. 

 First stage cooling is not enough to reach microkelvin regime which is strongly desirable for efficient 
loading of atoms in a shallow optical dipole trap or an optical lattice. To reach such temperatures, the second-
stage cooling using the weak 530.7 nm transition was implemented. We use 40 mW of the second harmonic of 
semiconductor laser radiation tuned to 4f136s2  4f125d5/26s2 transition for the second stage cooling. The 
transition turned out to be very convenient for cooling: First, it corresponds to the Doppler limit of only 9 K,
and second, the natural width is still broad enough (  = 300 kHz) to allow easy tuning, laser locking and loading 
of pre-cooled atoms in a molasses.  
 We have demonstrated efficient re-capture of the first-stage cooled atoms in the second-stage green 
MOT. The transfer efficiency approaches 100%. Since the 530.7 nm laser line width is of 1 MHz we used large 
red detunings of 30-50  (  - the natural line width). We reached temperature of 20 K in the green MOT which 
well corresponds to the Doppler theory. As expected, no repumper laser was necessary. The life time in the 
green MOT was limited by the background gas collisions indicating the absence of leak channels. To lower the 
temperature further, we plan to lock the laser to high-finesse optical cavity. Narrowing the laser line width to 
sub-kilohertz level will allow for smaller red detuning and, correspondingly, lower temperatures. 



For precision spectroscopy of 1.14 m transition atoms should be loaded into an optical dipole trap or,
preferably, an optical lattice which provides a Doppler-free Lamb-Dicke regime. To reduce photon scattering
and corresponding heating we proposed far-off-resonance dipole trap (FORT) operating near 530 nm where
powerful multi-watt laser sources are available. We carefully overlapped tightly focussed beam of Verdi G12
laser (Coherent) operating at 530.60 nm with the Thulium atomic cloud and observed re-capture of
approximately 10% of atoms in the dipole trap (Fig.1). The trapping beam intensity of 10 W was focussed into a
spot with 30 m waist radius which corresponds to the trap depth of 1 mK.  Relatively low recapture efficiency
is due to the small spatial overlap between the atomic cloud and the FORT. Although the FORT was blue-
detuned from 530.7 nm resonance transition, it was still possible to trap atoms in the intensity maximum. It
indicates, that the major contribution for the ground state polarizability is due to 6s electrons and should be 
nearly the same for both fine structure levels (J=7/2, 5/2). The latter is very encouraging for optical clock
applications and should facilitate reduction of the lattice-induced ac Stark shift. Optical trapping in crossed light 
beams (Fig. 1) as well as in optical lattice was demonstrated. We have also observed the dipole trap robustly
operating at 532 nm in the focus of  Verdi V8 (Coherent) laser.

1 mm 1 mm

Fig. 1. Images of laser-cooled Thulium atoms trapped in an optical dipole trap at 530.6 nm at 15 ms after switching off the MOT trapping
beams. Left:  axial trapping in a single focused laser beam. Right: trapping in two crossed focused laser beams.

The experiments open way both for studying the 1.14 m clock transition and for further cooling
Thulium atoms to quantum degeneracy. As next steps we plan deeper cooling of atoms in the green MOT,
implementation of a shallower optical lattice and an increase of number of atoms. Ultra-stable laser system for 
1.14 m for spectroscopy of the narrow J=7/2 J=5/2  transition (the natural line width equals 1 Hz) is under
development.
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Abstract: We present a novel spectroscopy technique for trapped ions which combines the 
high detection efficiency of the electron shelving technique with background-free spectroscopy 
of short-lived excited states. 

1. Introduction 

Precision laser spectroscopy of trapped ions typically comes in two flavors: Laser induced fluorescence of short-
lived excited states and laser excitation of long-lived states followed by internal state detection via electron 
shelving. Whereas the latter offers detection efficiencies close to the quantum-projection noise limit, the former 
suffers from poor photon collection efficiency and additional noise due to stray light and dark counts. In both 
cases, the ion needs to provide a suitable transition for laser cooling to reduce Doppler shifts. 

2. Photon recoil spectroscopy 

We present a novel spectroscopy technique overcoming these limitations by combining the high detection 
efficiency of the electron shelving technique with background-free spectroscopy of short-lived excited states. 
This is accomplished by detecting photon recoil during laser induced fluorescence of a single ion through a co-
trapped ion, which also provides sympathetic laser cooling. 

Fig. 1 Sketch of the experimental setup showing the linear Paul trap with the spectroscopy and cooling ions, the lasers and the detection 
system. 

We trap a 40Ca+ spectroscopy and 25Mg+ cooling ion simultaneously in a linear Paul trap (see Fig. 1). Using 
stimulated Raman sideband pulses, we cool the ion crystal into the motional ground state of the two axial normal 
modes [1,2]. Photon recoil from probing the spectroscopy transition results in motional excitation of the two-ion 
crystal. This motional excitation is mapped onto two long-lived internal states (|↓〉,|↑〉) of the cooling ion using a 
stimulated rapid adiabatic passage (STIRAP) pulse on a motional sideband of the cooling ion. High fidelity 
internal state discrimination of the cooling ion using the electron shelving technique [3] provides the 
spectroscopy signal (see Fig. 2). 

Spectroscopy pulses on the Ca+ S1/2-P1/2 transition (397 nm) are synchronized with the motion of the ions in 
the trap to enhance the sensitivity through resonant driving while reducing systematic frequency shifts of the 
technique. The branching ratio of 16:1 between the P1/2-S1/2 and P1/2-D3/2 transitions, limits the number of 
scattered photons in the absence of a repump laser. Using this technique, we are able to detect the scattering of 
around 16 photons with a SNR of 1 on the Ca+ S1/2-P1/2 spectroscopy transition using a Mg+ cooling ion. Typical 
laser induced fluorescence spectroscopy requires more than an order of magnitude more scattered photons for the 
same SNR considering only photon shot noise. We present a theoretical description of the technique and discuss 
possibilities to further enhance its sensitivity.  



Fig. 2. Principle of photon recoil spectroscopy. (A) Off-resonant probing of the spectroscopy transition does not excite any motion. (B) 
Photon scattering near the resonance excites the normal motional mode of the 2-ion crystal. (C) A laser pulse maps the motional excitation to 

an internal state excitation of the cooling ion. (D) Excitation profile of the cooling ion after the motional mapping pulse as a function of 
spectroscopy laser detuning. 

We have performed an absolute frequency measurement by scanning the spectroscopy laser (referenced to 
PTB’s Cs fountain clocks) across the Ca+ S1/2-P1/2 resonance.  To allow scattering of more than 16 photons and 
thus enhance the signal strength, the spectroscopy pulses are interleaved with repump pulses on the P1/2-D3/2

transition. This allows us to resolve the center of the resonance line to better than 1 part in 100, corresponding to 
less than 200 kHz. This is an improvement by more than an order of magnitude over previous results using ~100 
Ca+ ions [4]. We present results of this absolute frequency measurement, including a discussion of systematic 
frequency shifts and a comparison with laser induced fluorescence spectroscopy. 

3. Perspectives 

The presented spectroscopy technique is an extension of the quantum logic spectroscopy technique implemented 
for the aluminum clock [5, 6] to broad spectroscopy transitions. Sympathetic cooling through the cooling ion 
enables high precision spectroscopy of ion species that do not possess a suitable transition for laser cooling. 
Furthermore, the large SNR per scattered photon with only a single ion makes this spectroscopy technique 
particularly useful if either the number of scattered photons or the number of atoms is a valuable resource. 
Possible applications include spectroscopy of rare isotopes and atoms or molecules with a complex level 
structure that do not possess fully closed cycling transitions, limiting the number of scattered photons.  
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Coherent and squeezed phonon oscillations can be excited in solids impulsively by a single 
femtosecond pulse whose duration is shorter that a phonon period.  By applying the second 
ultrafast pump pulse these oscillations can be significantly, but differently modified. 

Progress in femtosecond lasers and ultrafast spectroscopy has enabled us to generate and observe the coherent 
and squeezed lattice oscillations in which atomic motions are excited with light through a nonlinear process and 
the resulting dynamics is directly observed in the time domain [1]. The process of generation of coherent and 
squeezed phonons by using ultrashort light pulses has provided a unique tool for time-domain studies of optical 
and acoustic modes and their coupling to electronic and other excitations in solids. To date such phonons have 
been observed in time-resolved optical pump-probe experiments as periodic modulations of reflectivity or 
transmission with increasing attention being turned towards not only observation but also understanding of 
physics which occurs at this short time scale. The coherent control of these phonons is one of the key issues in 
femtosecond technology. Such control is enabled by the full knowledge of the dynamics of crystal lattice 
concerning its amplitude and phase. It is due to the existence of a well-defined phase, phonons generated by an 
ultrafast pulse can be easily manipulated. Thus, providing well-defined quanta of energy in a well-defined 
temporal sequence, the lattice can be driven into an artificial quantum-mechanical state, which cannot be 
achieved by other means of optical excitation. Although interference due to which such control is achieved is 
intrinsically a classical phenomenon, the superposition principle which underlies it is also at the heart of 
quantum mechanics. Indeed, in some interference experiments we encounter the idea of quantum entanglement, 
which became clear after the famous paper by Einstein, Podolsky and Rosen singled out some startling features 
of the quantum mechanics. Schrödinger emphasized that these unusual features are due to the existence of what 
he called "entangled states", which are two-particle states that cannot be factored into products of two single-
particle states in any representation. "Entanglement" is just Schrödinger's name for superposition in a composite 
system. Therefore, in this work we have attempted to compare coherent control of one- (coherent) and two-

phonon (squeezed) lattice states created by ultrafast laser pulse. In particular, we report on the control of 
coherent A1g optical phonons in Bi and of squeezed acoustical biphonons in ZnTe using two pump pulse 
technique.
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Fig.1. Lifetime (open symbols, left scale) and amplitude (filled symbols, right scale) as a function of 

control parameter for coherent phonons in Bi (top) and squeezed biphonons in ZnTe (bottom).



 To study the optical control over coherent phonons, we performed two pump–single probe reflectivity 
experiments on Bi crystal at helium temperature. It was observed that the reflectivity oscillations due to coherent 
A1g phonons can be modified by a second pump pulse [2]. Namely, a time delay of nT between the two pump 
pulses, where n is an integer and T=331fs is the phonon period, resulted in enhancement while a time delay of 
(n+1/2)T resulted in cancellation of the oscillations, see Fig.1. Even though there was a singularity in the phase 
behavior at (n+1/2)T, lifetime of the coherent phonons was unaffected by the second pump pulse, as shown in 
Fig.1. The latter is compatible with the results of passive control [4] at low excitation strength, where the 
coherent amplitude grows linearly, while the lifetime remains unchanged for the pump fluences not exceeding 
100μJ/cm2. Given that the A1g coherent phonons in bismuth are driven by photoexcited carriers (displacive 
mechanism), the process of coherent control can be thought of in the following way: The first pump pulse 
creates a new potential surface on which the atoms move. Initially displaced from the newly established 
equilibrium configuration, the lattice achieves this configuration in approximately one quarter of a phonon 
period, but the atoms have momentum at that point. When the atoms reach the classical turning point of their 
motion, a second pump pulse can excite the precise density of carriers to shift the equilibrium position to the 
current position of the atoms, stopping the oscillatory motion. Because photoexcitation of additional electrons 
can displace the potential only in one direction, the vibrations can only be stopped at one of the classical turning 
points.  

Having discussed the first-order control of lattice displacements, in which we manipulate interatomic 
separations, next we turned to second-order control. When ultrafast laser pulse strikes a crystal with van Hove 
singularity in the phonon density of states, it creates a pair of correlated acoustic phonons running in opposite 
directions. As a result, the atomic fluctuations in either position or momentum become squeezed below the 
vacuum level for a quarter of the oscillatory cycle. Because of a correlated behaviour (annihilation operator of 
one half of the pair is correlated/anticorrelated to creation/annihilation operator of the other half), both halves 
interfere destructively resulting in two-phonon coherence and a zero net population for the one-phonon mode. 
Thus, following the impulsive optical excitation, which macroscopically excites lattice vibrations, the 
transmission in ZnTe starts to oscillate [3]. The oscillation lifetime and frequency at room temperature are 1.4 ps 
and 3.67 THz, the latter being close to but slightly higher than that of 2TA(X) overtone. Coherent amplification 
and suppression of the two-phonon oscillations is achieved by two-pump, single-probe technique which, in this 
case, is an acoustical analogue of two-photon interference for parametrically downconverted photons. Here 
instead of overlapping pair-correlated photons, we overlap two ensembles of pair-correlated phonons created at 
different times. The whole control process can be described as the sum of two ensembles of phonons whose 
motion was initiated at different times and that now interfere. The relative timing of pump pulses determines 
whether the oscillations add constructively or destructively.  As shown in Fig.1, depending on the interpulse 
separation, the lifetime, as well as the amplitude of two-phonon oscillations, is modulated. The modulation of 
lifetime, which was absent for coherent phonons, suggests that we are dealing with quantum interference as for 
its classical counterpart the change of lifetime is impossible: classical coherent states are always transformed 
into different coherent states. It should be noted that the change of amplitude can be either correlated or anti-
correlated to that of life time. The two-phonon amplitude scales with the real part of squeeze parameter, whereas 
the oscillation lifetime measures how long the constituents of two-phonon state are correlated, or entangled: the 
longer the time, the stronger the entanglement [3]. Naively, one might think that a larger squeezing results in a 
stronger entanglement since quantum entanglement is closely related to quantum squeezing. However, as 
follows from the data presented in Fig.1, the extreme life times come about near minimum of the amplitudes, or 
when the sign of resulting biphonon amplitude changes from positive to negative. Moreover, the decrease in 
lifetime occurs over a shorter time scale as compared to its increase. This suggests that the relationship between 
phonon squeezing and entanglement may be more complicated because these effects are of different orders. The 
squeezing is the second order effect relying on the amplitude-amplitude correlations controlled by one-phonon 
interference. The entanglement, in contrast, belongs to a class of the forth order effects governed by intensity-
intensity correlations (the same class as bunching/anibunching phenomena dictated by field statistics). 

In conclusion, we have demonstrated that coherent and squeezed phonon oscillations can be excited in 
solids impulsively by a single femtosecond pulse whose duration is shorter that a phonon period. By applying 
the second ultrafast pump pulse these oscillations can be significantly, but differently modified. Thus, the 
ultrafast laser pulses provide a flexible and powerful tool not only to create and observe but also to control 
phonon amplitude, squeezing and entanglement. First-order control allows manipulating interatomic separations, 
whereas second-order control provides the possibility to modify uncertainty contours for the lattice atoms 
keeping their separations intact.  
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Abstract: We analyze the Hyper-Ramsey excitation scheme with account for the spontaneous 
relaxation of atomic levels and finite width of laser line. It is shown that for efficient 
cancelation of the light shift both effects should be considered. 
 

Presently, laser spectroscopy and fundamental metrology are among the most important and actively 

progress in precision spectroscopy and the development of atomic clocks [1] and is an important tool in 
quantum information processing [2]. In the case of optical spectroscopy the high probe light intensities required 
to drive these transitions will unavoidably lead to level shifts through the dynamical Stark effect. This so-called 
light shift appears through the nonresonant coupling to other energy levels by the probe light and is usually 
proportional to its intensity. 

Several methods were investigated to compensate this shift, for example, linear extrapolation to zero 
intensity or the use of an additional inversely shifting field [3]. Nevertheless, a wide range of precise frequency 
measurements presently suffer from significant uncertainties due to light shift. Here, two-photon [4], higher 
order multipole [5,6], and magnetic-field induced transitions [7,8] are good examples. In work [9] a generalized 
Ramsey excitation scheme recently proposed by Yudin et al. (fig. 1), which cancels the light shift and efficiently 
suppresses the sensitivity of the spectroscopic signal to variations of the probe light intensity. The dominating 
dependence of signal frequency shift on atomic transition shift is cubic on certain ratio of pulse durations. First 
experiments on a laser-cooled single 171Yb ion corroborated high efficiency of given method [10]. 

 

 
Fig. 1. Ramsey pulses with Rabi frequency 0  of different duration 1 , 2  and 3  and with phase step in the second pulse. 

Also shown is a two-level atom with splitting 0 , detuning  of the laser with frequency  during dark time T  and excitation-related 
shift  during pulses. 

 
In work [9] authors consider idealized case, which ignores spontaneous relaxation of atomic level and finite 

width of laser line. In this work we investigate the proposed scheme (fig. 1) with account for the spontaneous 
relaxation of atomic levels and finite width of laser line. The analysis is executed by numerical solution of 
system of quantum kinetic equations. 

Theoretical analysis of excitation scheme indicates that the suppression efficiency of the field shift 
diminishes for scheme represented on figure 1a in the presence of typical experimental Rabi frequency 
fluctuation. The phase step in the second pulse (fig. 1b) provides the robust suppression of the field shift.  

Therefore, we consider the scheme presented in figure 1b. Suppose that the spontaneous relaxation of atomic 
levels and the width of laser line are equal to zero. In this case, the effective suppression of the field shift and 
maximum amplitude of resonance are achieved when 210 , 20  and 230 . Dependence of 
signal frequency shift on atomic transition shift for calculated value is represented in figure 2a (solid line). The 
analogous dependence for calculated value of pulse durations has form represented on figure 2a (dashed line) 
when spontaneous relaxation of atomic level and finite width of laser line are taken into account. Influences of 
the spontaneous relaxation of atomic level and finite width of laser line lead to significant decrease of field shift 
suppression efficiency. 



Further, we calculate optimal values of pulse durations canceling the field shift when spontaneous relaxation 
of atomic level and finite width of laser line are taken into account. Dependence of signal frequency shift on 
atomic transition shift is represented on figure 2b. When comparing dependences (fig. 2a,b) we summarize that 
spontaneous relaxation of atomic level and finite width of laser line must be considered. Spontaneous relaxation 
for forbidden transition is insignificant, so spectral line width has major influence on calculation results. 
 

             
Fig. 2. Dependence of signal frequency shift on atomic transition shift a) 210 , 20  and 230  to both case 

b)  for optimal pulses 6.110 , 25.320  and 65.130  in the presence spontaneous relaxation of atomic level 01.00  and 

the finite width of laser line 01.00d . 

 
Thus, the theoretical analysis of the Ramsey scheme with pulses of different duration and with a phase step 

in the second pulse with account for the spontaneous relaxation of atomic level and the finite width of laser line. 
We define optimum features of pulses that correspond to maximum suppression of the field shift and maximum 
amplitude of resonance for both schemes. Ramsey scheme with a phase step in the second pulse provides 
effective suppression of the field shift and it is less sensitive to the Rabi frequency fluctuations in comparison 
with Ramsey scheme with pulses of different duration.  
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Abstract: The dispersive interaction of atoms with optical potential pulses generated by a 
time-modulated standing wave lowers the velocity from several hundreds m/s down to almost 
zero, over a path shorter than 20 cm.  

 
           A well-known method to slow down alkalis or rare-gas metastable atoms, in most cases in view of 
trapping them, is to use a so-called Zeeman slower [1]. This slower is based on the radiation pressure exerted on 
an atom beam, by a counter-propagating light beam, the velocity-dependent frequency tuning being controlled 
thanks to a spatially inhomogeneous magnetic field. This slower works satisfactorily for what concerns the 
access to low velocities and trapping, but it has the disadvantage to produce poorly collimated beams of slow 
atoms (angular aperture of 0.1 rad, velocity dispersion of a few 10%) because of spontaneous emission. We 
propose here to use the dispersive - via far-off 
resonance time-modulated standing waves. In this approach, each optical pulse reduces the atomic velocity by a 
small amount. Repeating the process thousand of times, the velocity can be lowered from several hundreds m/s 
down to nearly zero, over a very short path of a few tens of cm. Because of the absence of random recoil 
processes, the initial characteristics of the atomic beam as angular aperture, velocity dispersion, etc. should be 
preserved. One indeed shows that at the end of the slowing process the phase space density is maintained, 
contrary to what happens in free space propagation due to vacuum dispersion. In [2, 3] 
methods, an external magnetic or electric field, periodic in space, is pulsed in time in such a way that the atom 
(or molecule) experiences a slowing gradient and nothing else. Low final velocities (a few 10 m/s) are 
accessible, but at the price of rather strong fields (e.g. B = 5.2 T in ref. [4]).  

In the method proposed here, the nature of the force is quite different, since it derives from a special 
potential depending on both space and time, so- [5]: V(x, t) = S(t) 
cos[2  x/ ], where S(t) is a limited-range ([0, 1]) function of time, e.g. S(t)exp(- t/ ), and  a spatial period. 
Experimental demonstration of this kind of forces acting on atoms has been achieved on metastable hydrogen in 
a Stern-Gerlach interferometer [6]. This potential transforms the initial atomic wave function (for a given value 
of k) 0 into  = exp [i  (k, t)] 0, where the phase shift, in the WKB approximation, is given by 
 

)]m/(k2cos[)t()t()(S)]m/('tk2cos[)'t(S'dt)t,k( 1111
1

)t(

0

1  (1) 

 
k is the momentum along x, m the atomic mass, (t) = min {t, 1},  is the Heaviside function. The centre 

motion of a synchronized wave packet is altered: the group velocity becomes v = k0/m  [ kt ] ko , k0 being 
the central momentum. This effect has been theoretically investigated at low velocities with metastable argon 
atoms Ar*(3P2) to create de facto a negative- - [7]. It should be noted that 
in general, the total energy is not conserved. In particular, for pulses of a short duration, the final velocity is 
smaller than the initial one. This is the basic idea to conceive our slower. 

For our purpose, the use of co-moving optical potentials in place of conventional magnetic or electric 
potentials provides us with a spatial period reduced by a huge factor (~ 103) relatively to values (a few mm) used 
with standard fields [8]. In principle such a potential is generated by a linearly polarized, far off-resonance 
standing light wave modulated in time and generated inside an interferometer.  For a Rabi frequency  and a 
sufficiently large detuning  with respect to the atomic frequency 0, the optical potential takes the simple form 
[9 - 11]: 
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where opt is the optical wavelength.  spontaneous emission, we 
need that the difference between the laser frequency and the frequencies of the two Doppler-shifted resonances 



( 0 ) be large compared to the power-broadened line width. Actually, we have in view to get a magnitude 
S(0) of the potential, sufficiently high to achieve the complete slowing over a distance shorter than e.g. 20 cm. 
To use a reasonable laser power, we shall take a moderately large negative detuning  = L  0 =  5 (560) 
= 2  3.45 109 rd/s (3.45 GHz). For the simulation, one assumes a laser intensity of 32 mW/mm2. Then the 
saturation parameter s = I / Isat, with Isat = 14 W/m2, is equal to 2267.3. The natural width of the transition being  
= 2  5.8 106 rd/s, the power-broadened width is  2.762 108 rd/s, which leads to a ratio R =  / 
12.49, large compared to 1. As the velocity v is lowered,  decreases, tending to zero at v = 0. Then either  
is kept constant and the condition R >> 1 is better and better verified, or  is kept equal to 5 (v) allowing us 
to reduce the intensity (as v) as well as 
limit for v (R = 1 at v = 3.59 m/s).  

A series of many pulses separated from each other by a small amount of time is applied, each of them 
(numbered n) providing a small decrease v(n) of the velocity (a few mm/s). The duration 1(n) of each pulse is 
adjusted in such a way that the first maximum value of | v| is reached at the end of the pulse. The path v 1 
covere m). | v| increases quasi 
exponentially from 0.2 mm/s at v = 560 m/s to 2.9 mm/s at v  0. To get a complete stopping, a large number of 
pulses, namely N = 1987500, is needed (see figure 1). Nevertheless this does not mean a very long distance since 

cf. the limits defined previously) over a distance of about 
19.3 cm, shorter than that needed in a Zeeman slower. It is worth to note that the density in phase space of the 
slowed beam,  = ( k x) -1, first decrease then increase up to its initial value. This is an important property for 
atom optics. 

 
 

 
 
 
 
 
 
 
 
 
 
    
   Fig.1. Full line: velocity as a function of the pulse number N ; 
             dashed line: statistical velocity width (x 100) 
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From nonlinear optics with single photons to nanoscale quantum 
sensors: new frontiers of optical science 
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We will discuss recent developments involving a new scientific interface between quantum 
optics, many body physics, nanoscience and quantum information science. Specific 
examples include the use of quantum optical techniques for manipulation of individual 
spins using atom-like impurities in diamond and for controlling individual optical photons 
using strongly interacting atoms. Novel applications of these techniques ranging from 
quantum networks to strongly interacting photonic systems andnanoscale sensing in 
biology will be discussed.
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We shall give an overview of the quantum theory of optical resolution and show that super-
resolution crucially depends on the amount of a priori information about the object. We shall
demonstrate that the standard quantum limit of super-resolution for discrete objects is much higher
than that for continuous objects due to higher amount of a priori information. We shall present
the latest results for the quantum limits of super-resolution for sparse optical images using the
Compressed Sensing approach.

Quantum Imaging [1, 2] is nowadays an established branch of quantum optics studying the ultimate performance
limits of optical imaging allowed by the quantum nature of the light. One of the most important limits for any optical
imaging scheme is that of its resolving capabilities. The classical diffraction limit established by Abbe and Rayleigh
at the end of the 19th century, is nowadays recognized as a useful practical criterion but not a fundamental physical
limit like, for example, the Heisenberg uncertainty relation. Numerous publications have demonstrated possibilities
to improve the resolution beyond the Rayleigh limit. A natural question arises about the “real” quantum limit of
optical super-resolution, i. e. resolution beyond the Rayleigh limit.
During the last ten years series of papers [3–6] have addressed the question of quantum limits of optical super-

resolution in one- and two-dimensional coherent imaging for both continuous [3–5] and discrete [6] objects. In this
talk we shall give an overview of the quantum theory of super-resolution and demonstrate that the super-resolution
factor crucially depends on the amount of a priori information about the object. We shall formulate the standard
quantum limit of super-resolution and show that one can go beyond this limit using spatially multimode squeezed
light. Then we shall prove that the standard quantum limit of super-resolution for discrete objects is much higher
than that for continuous objects due to higher amount of a priori information. We shall present the latest results for
the quantum limits of super-resolution for sparse optical images using the Compressed Sensing approach.
Compressed Sensing (CS) is a new method of signal and image processing which allows for exact recovery of a signal

from a number of samples much smaller than required by the Nyquist/Shannon theorem [7]. Compressed Sensing uses
a priori information about the object called “sparsity”, which means that in some appropriate basis the signal has
only a small number of nonzero components. Recent publications [8, 9] have shown that CS can be used to achieve
super-resolution in optical imaging. In this talk we address the question of quantum limits of super-resolution of
sparse optical objects using the CS technique. Our analysis allows to determine the ultimate performance capabilities
of CS imposed by the quantum nature of the light.
Compressed Sensing employs a powerful recovery algorithm from linear programming known as basis pursuit [7] in

order to reconstruct the object. This algorithm uses two different bases for decomposing the original object, known
as sensing and representation bases. The first one is the basis in which the object is observed, while the second is the
basis in which the object is sparse. A typical example of such a pair is the canonical or spike basis and the Fourier
basis.
Recently [10] we have proposed to use discrete prolate spheroidal sequences (DPSS) as the sensing basis in the

algorithm of CS. The DPSS were used previously for formulating the quantum theory of super-resolution of discrete
optical objects [6]. In this talk we shall prove using both analytical calculations and numerical simulations that DPSS
are an ideal tool for achieving super-resolution in reconstruction of sparse optical objects via the CS method.
In our numerical simulations we consider a simple sparse discrete object composed of K = 51 components with

only P = 5 nonzero ones having both positive and negative values. This corresponds to the objects that carry both
amplitude and phase information. Our imaging system is a simple one-dimensional diffraction-limited scheme with
a diaphragm of varying size which determines the optical resolution of the scheme. Figure 1 shows the results of
reconstruction of such a sparse object using the CS algorithm based on spike-Fourier basis (third panel) and spike-
DPSS basis (forth panel) for three different sizes of the diaphragm. In both cases we neglect the quantum fluctuations.
One can clearly see that while the spike-Fourier basis produces errors in recovery of the object even in the noiseless
case, the spike-DPSS pair provides perfect recovery for all three sizes of the diaphragm.
In order to study the role of the quantum fluctuations, we have simulated numerically the quantum fluctuations of

a coherent state for nonzero components of the object, and that of the vacuum state for the zero components. In this
talk we shall provide the results of our simulations.

∗Electronic address: Mikhail.Kolobov@univ-lille1.fr
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FIG. 1: Reconstruction of an original sparse object with superresolution via CS method: (a) modulus of the spatial Fourier
spectrum of the object and the size of the transmitting diaphragm; (b) original object (dots) and its diffraction-limited image
(circles); (c) original object (dots) and its reconstruction (circles) using the CS algorithm and the spike-Fourier pair; (d) original
object (dots) and its reconstruction (circles) using the CS algorithm and the spike-DPSS pair.
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Abstract: We present our most recent results towards realization of 
scalable quantum networks with spins in diamond, including universal 
control of a local nuclear spin register and heralded entanglement of 
electron spins separated by 3 meters.

Entanglement of spatially separated objects is one of the most intriguing phenomena that can 
occur in physics. Besides being of fundamental interest, entanglement is also a valuable 
resource in quantum information technology enabling secure quantum communication 
networks and distributed quantum computing.
Here we present our most recent results towards the realization of scalable quantum networks 
with solid-state qubits. We have entangled two spin qubits in diamond, each associated with a 
nitrogen vacancy center in diamond [1]. The two diamonds reside in separate setups three 
meters apart from each other. With no direct interaction between the two spins to mediate the 
entanglement, we make use of a scheme based on quantum measurements: we perform a joint 
measurement on photons emitted by the NV centers that are entangled with the electron 
spins. The detection of the photons projects the spins into an entangled state. We verify the 
generated entanglement by single-shot readout of the spin qubits in different bases and 
correlating the results.

These results open the door to a range of exciting opportunities. For instance, the remote 
entanglement can be extended to nuclear spins near the NV center. Our recent experiments 
demonstrate robust methods for initializing, controlling and entangling nuclear spins by using 
the electron spin as an ancilla [2,3,4]. Entanglement of remote quantum registers will enable 
deterministic quantum teleportation, distributed quantum computing tasks and the 
implementation of an elementary quantum repeater.
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Complete quantum theory of   nondegenerate optical 
parametric amplification at low frequency pumping 
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Abstract: We develop   quantum theory of three coupled parametric processes including one
parametric  down-conversion followed by two up-conversion. To find the density operator   for this
interaction the approach, elaborated by us earlier, is applied.

   Coupled optical parametric interactions are of interest as a method of obtaining multipartite   quantum
entanglement. Application of multipartite   entangled quantum states in quantum information and quantum
computations have a number of advantages compared with two-partite  entangled states. Therefore, recently
multipartite (multimode) entangled quantum states draws considerable attention.

We elaborate complete quantum theory of generation of entangled four-mode state. Such a process consists of
parametric down-conversion related to two parametric up -conversion. The process under  consideration is
described by the interaction Hamiltonian

int 1 2 1 3 1 2 4 2(H i a a a a a a h c) . .  (1)

and can be implemented in aperiodical nonlinear photon crystal [1]  and gases [2]. Here ( )j ja a is the creation 
(annihilation) operators with the standard commutation relationships, the index j refers to the corresponding mode.

In (1) is the nonlinear coupling coefficient responsible for parametric down-conversion, and   coefficients 1,2 are
responsible for parametric up-conversion. Conventional approach to determining  the density operator of system is
based on the Wei-Norman method [3]   including the so-called normal ordering procedure that leads to a set of 
coupled nonlinear equations. In the case of two coupled parametric processes in which entangled three-mode state is 
generated, these equations are solved [4]. However,   in the case of three coupled parametric processes  such
equations cannot be solved analytically already. At the same time,   the approach developed in [5-7], allowed to avoid
these difficulties and to find a state vector corresponding dynamics of the system described by the Hamiltonian (1).
The basis of this approach are formed by the canonical transformation of Bose operators, which define the evolution
of the system in the Heisenberg picture,   and  a specific ordered formula for the unitary operator of the system . Note
that our approach is applicable for any number of coupled parametric processes.

As result for the interaction under study  we have obtained the following explicit formula for the system state:

12 34 14 23 1 2 3 4
, , , 0

| | |m n k l m n n m
m n n k n l m l

m n k l
C Q Q Q Q C C C C m k m l n k n k| |   . (2)

The vector (2) corresponds to the initial vacuum state, and pqQ  is the matrix element determined by elements of
the canonical transformation matrix. The vector (2) allows one to calculate any statistical characteristics of the
quantum state.
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Quantum electrodynamics of atoms and molecules in nanoenvironment 
 

Vasily Klimov 
 

In this talk I will discuss influence of nanoparticles and nanostructures (including 
metamaterials) on optical properties of atoms and molecules. In the first part of 
lecture I will present history and general principles of QED in nanoenvironment.  
Here I will touch both weak and strong regimes of light-matter interaction. Special 
attention will be paid to quantization of electromagnetic field near nanoparticles 
and nanostructures and relation between classical and quantum descriptions. 
Notion of local density of photon states will be also discussed here.  In second part 
of lecture I will present our results on  radiation of atoms and molecules for 
different specific geometries and materials. In  final part of talk I will  outline main 
challenges in this area. 
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Abstract: We have demonstrated second-stage laser cooling of 169Tm atoms on the weak 
transition (wavelength =530.7 nm, natural line width =360 kHz). Laser cooled atoms have 
been trapped in an optical dipole trap operating near 532 nm. 

 
Laser cooling and trapping of neutral atoms is one of the most powerful tools for studying atomic ensembles at 
ultralow temperatures [1]. It has opened a new era in precision laser spectroscopy [2], the study of collisions, 
atomic interferometry, and the study of quantum condensates. During the last decade laser cooling of rare-earth 
elements with the hollow inner shell (Er, Dy, Tm) attract close interest. These elements possess high ground 
state magnetic moments which make them attractive for studying atom-atom interactions at ultralow 
temperatures. Inner shell transition can also be considered as promising candidates for applications in ultra-
stable optical clocks. Laser cooling and trapping of rare-earths is a challenging task due to their rich level 
structure. Recently, laser cooling was demonstrated for Er, Dy and Tm  rare earths with the hollow 4f subshell. 

We propose to use the transition at the wavelength 1.14 m between two fine-structure components of 
Thulium ground-state as a  in optical lattice clock. Narrow natural line width (1.2 Hz) and 
strong shielding by closed 6s2 and 5s2 shells provide high frequency stability of Thulium-based optical clocks. 
To load atoms in a shallow optical dipole trap or optical lattice, they should be laser cooled to temperatures as 
low as 1-10 K.  

Thulium atoms were successfully laser cooled in our laboratory at LPI in 2010 [3]. We used a strong nearly 
closed transition with the wavelength of =410.6 nm and the natural line width of =9.4 MHz for Zeeman 
slowing and trapping of laser-cooled atoms in a magneto-optical trap (MOT). Due to similar magnetic 
sensitivity of the upper and lower cooling levels, sub-Doppler cooling mechanisms happened to be very 
efficient which allowed us to reach temperatures down to 25 K directly in the MOT, which is much smaller 
than Doppler limit of 240 K. In principle, such temperatures already allow loading atoms in a deep optical 
dipole trap formed by a strongly focused few-watt laser beam. Such regime would be unfavorable for optical 
clock applications due to a strong dynamic Stark shifts from the trap field and low re-capturing efficiency due to 
tight focusing. To reach more favorable regime further cooling is required. 

We have demonstrated second stage laser cooling of Tm atoms on the closed  transition 
4f136s2(J = 7/2)  4f125d5/26s2(J  = 9/2) with the wavelength of =530.7 nm and the natural line width of 
=360 kHz. Compared to the first stage cooling transition it has much lower Doppler limit of 9 K which 

should allow to easily load atoms in the optical dipole trap. For the second stage cooling we use a frequency 
doubled semiconductor laser providing a spectral line width of ~1 MHz. Such line width allows to cool atoms 
only using large red frequency detuning (30-50 ) which increases the velocity capture range, but, in turn, results 
in temperatures much higher than the Doppler limit. In our case the temperature of atoms in the green 530.7 nm 
MOT was in the range 20-30 K. We demonstrated re-capturing of atoms from the blue MOT with nearly 100% 
efficiency, as well as direct capturing of atoms from decelerated atomic beam. To further reduce the 
temperature we plan to narrow the laser spectral line width by locking it to external optical cavity. 

Laser cooled atoms were successfully loaded from the MOT into the optical dipole trap (Fig.1a) operating 
near 532 nm. Radiation of frequency doubled Nd3+-doped laser was tightly focused into an atomic cloud (up to 
10 W in the 30 m beam waist) which forms an optical trap with an estimated depth of 1 mK. To observe the 
optical dipole trap we switch off the cooling beams in the presence of trapping laser and after a few ms (typical 
time-of-flight of MOT) we illuminate cold atoms to make them visible and make a picture. Successful optical 
trapping of atoms in the beam waist was observed both in a trap formed by one beam and in two crossed beams. 
We also demonstrated trapping in the optical lattice (optical standing wave) (Fig.1b) by retro-reflecting the 
trapping beam. The life time of atoms in the trap corresponds to 200 ms which indicates low heating rates well 
suiting for further precision experiments. Relatively low re-capture efficiency (1.5%) is due to small spatial 
overlap between the initial atomic cloud and optical trap beams. 



 
Fig.1. Optical dipole trap (a) and optical lattice (b). The wavelength of trapping laser is 532 nm, the power is 10 W, the beam waist is 

30 m. Time-of-flight (see the text) is 15 ms. The dipole trap is stretched because of the long size of the beam waist (about few cm). 
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Abstract: We present a novel approach that allows object identification using fewer resources than in 
conventional pixel-by-pixel imaging by exploiting the enhanced sensitivity of correlated orbital angular 
momentum states to multiple azimuthal Fourier coefficients.

OCIS codes: (270.0270) Quantum Optics; (270.1670) Coherent optical effects

SUMMARY
Using spontaneous parametric down conversion as a source of entangled photon pairs, correlations are measured 
between the orbital angular momentum (OAM) in a target beam (which contains an unknown object) and that in 
an empty reference beam. Unlike previous studies, the effects of the object on off-diagonal elements of the 
OAM correlation matrix are examined. Due to the presence of the object, terms appear in which the signal and 
idler OAM do not add up to that of the pump. Using these off-diagonal correlations, the potential for high-
efficiency object identification by means of correlated OAM states is experimentally demonstrated for the first 
time. The higher-dimensional OAM Hilbert space enhances the information capacity of this approach, while the 
presence of the off-diagonal correlations allows for recognition of specific spatial signatures present in the 
object. In particular, this allows the detection of discrete rotational symmetries and the efficient evaluation of 
multiple azimuthal Fourier coefficients using fewer resources than in conventional pixel-by-pixel imaging. This 
represents a demonstration of sparse sensing using OAM states, as well as being the first correlated OAM 
experiment to measure properties of a real, stand-alone object, a necessary first step toward correlated OAM-
based remote sensing.

Correlated optical sensing uses various types of correlations between pairs of photons or pairs of classical light 
beams to form an image or to detect specific object features. This includes techniques such as ghost imaging 
[1,2] and compressive ghost imaging [3,4]. In ghost imaging, correlated light is sent through two different paths, 
one of which contains the target object and a bucket detector, and the other has a spatially resolving detector but 
no object. Correlation between the outputs of each detector allows reconstruction of an image or sensing of 
particular features of the object [4]. In compressive sensing [5], the illumination of the target object is 
modulated by a number of known (usually random) spatially varying transmission masks and an estimation of 
the object or its features can be found by correlating the intensity of the detected light with the mask profile. 
Compressive ghost imaging uses the techniques of compressive sensing in a ghost imaging setup to attain more 
efficient imaging [6]. 

The use of orbital angular momentum (OAM) states in classical and quantum imaging techniques has been 
shown to provide additional effects that enhance the sensitivity to particular features of an object. For example, 
it has been shown that the use of OAM modes in phase imaging configurations increases edge contrast by using 
a spiral phase distribution as a filter [7]. In addition, digital spiral imaging [8] has been proposed as a technique 
in which the OAM basis is used to illuminate the object and to analyze the transmitted or reflected light. The 
two-dimensional spatial structure of the mode along with the high dimension of the OAM basis set leads to the 
probing of two-dimensional objects without obtaining a pixel-by-pixel reconstruction, analogous to the 
approach of compressive sensing.

It has been shown that this high dimensionality combined with the use of correlated two-photon states gives rise 
to an improved version of digital spiral imaging which exploits the full two-dimensional OAM joint spectrum 
[9]. Our current result [10] presents, to the best of our knowledge, the first experimental demonstration of a 
sparse sensing technique based on OAM states (see Fig. 1 and Fig. 2). It expands states generated by 
spontaneous parametric down conversion (SPDC) in terms of the OAM basis in order to identify objects without 
attempting image reconstruction. Significant information from the object has become available by measuring the 
joint OAM spectrum of two-photon states, giving rise to novel features outside the main OAM-conserving 
diagonal [11] of correlation matrix, due to the interaction with the object (Fig. 2(d)).



Discussion. More insight about the structure of each 
object is acquired by analyzing specific non-diagonal 
cross sections such as in Fig. 2(d). Previous works 
regarding the OAM joint spectrum of SPDC (see for 
example [11]) have considered only the main diagonal 
elements corresponding to the conservation of OAM 
with respect to the pump (Fig.2(c)). In the current case, 
there is an interaction between the OAM from SPDC 
and the spatial features of the object resulting in 
contributions that require analysis of the complete two-
dimensional joint spectrum outside the main OAM-

conserving diagonal.

The non-diagonal cross section P(lo|lr = 0) shown in 
Fig.2(d) indicates significant six-fold symmetry as the 
dominant feature of the object. This feature can be
uniquely attributed to the object because it is outside the 
diagonal that corresponds to the conservation of OAM in
SPDC. Fig.2(d) also exhibits richer features associated 
with the higher complexity of the object. Specifically, 
apart from the dominant six-fold symmetric contribution, 
a three-fold contribution is observed. At the center of the 
object (Fig.2(a)), the three stripes are displaced with 
respect to the center. This forms a triangular shape in a 
small region with three-fold rotational symmetry. This 
small deviation from a strict six-fold symmetry is readily 
observed in the non-diagonal cross section by the
appearance of significant contributions at lo = ±3.
A practical demonstration of high-efficiency sensing 
using OAM states has been presented that allows 
recognition of objects using a smaller number of 
measurements. These results demonstrate that an object 
imprints its own characteristic symmetry features onto the 
joint OAM joint spectrum of SPDC. New elements arise 
that do not fulfill the OAM conservation condition 
required by SPDC alone, but which are affected by the 
object as well. The capability of correlated spiral imaging 
(CSI) for object recognition is demonstrated by these 
results including high sensitivity to the presence of small 

symmetry components. This represents a realistic remote sensing application using physical objects detached 
from any optical components. Although the experiment was conducted with a transmissive object, a trivial 
modification of the optical setup (simply changing the position of the lens, SLM, and object arm detector) 
makes it suitable for remote sensing of reflective targets at arbitrarily large distances.
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Fig. 1. Setup for the sensing of the object via orbital 
angular momentum of correlated photons.

Fig. 2. (a) Image of the three-arm cross used as 
target, (b) the experimental joint spectrum, (c) a 
histogram of the joint spectrum main diagonal and 
(d) P(lo|lr = 0) cross section of the  joint spectrum.
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Abstract: Using Heisenberg-Langevin and density operator approaches we investigate properties of

incoherently pumped single-emitter nanolaser. We provide analytical results in good- and bad-cavity

regimes and also specify conditions needed for thresholdless behaviour.

1. Introduction
Nowadays a single-emitter laser is realized in experiments where the role of emitter can play the single atom [1],

or ion [2] or quantum dot [3]. In most of theoretical works devoted to such nanolaser problem the different type of

numerical methods are used. In this connection, the purpose of our paper is to provide analytical results which can

be considered as a tools for experimenter. Thus in our previous Brief Report [4] with the help of the Heisenberg-

Langevin (H-L) approach we obtained analytical expressions for linewidth, amplitude fluctuation spectrum and

Mandel Q parameter which describe the behaviour of a single-emitter nanolaser in the case of good cavity regime.

We also improved the condition required for thresholdless regime. Here we continue our calculations based on

H-L approach and extend it to bad-cavity regime. Using the master equation written in terms of the coherent states,

in stationary regime we obtain approximated expression for Glauber-Sudarshan P function. The latter proves our

previous results and gives us possibility to analyze some limited cases and threshold behaviour of the nanolaser.

2. Model and results
The simplest model of a single-emitter nanolaser is the single two-level system placed inside the single-mode

cavity and incoherently pumped to its upper level. Just four constants characterize this nanolaser: Γ – the

incoherent pumping rate, pumping process associated with the transition from lower to upper level; γ/2 – the

decay rate of polarization due to spontaneous emission to modes other than the laser mode; κ/2 – the field decay

rate in the cavity; g – the coupling constant between the field and the two-level system.

This type of nanolaser relates to so called self-quenching laser [5] which has the following semiclassical

stationary intracavity intensity I0 = Is
2

[
(r−1)− (r +1)2/c

]
. Here we introduce new dimensionless parameters:

the dimensionless pumping rate r = Γ/γ; the dimensionless saturation intensity Is = γ/κ; the dimensionless

coupling strength c = 4g2/κγ . I0 has a physical interpretation when c > 8 and when the value of the pump

rate lying in the domain between two points, so called threshold rth and self-quenching rq points. The maximum

of intensity Im = Is (c/8−1) reaches in maximum point rm = c/2−1.

Using linearization procedure applied to the H-L equations [6] we investigated small fluctuations of nanolaser

field near the dominant stationary semiclassical mean value I0. We managed to obtain analytical expression for

amplitude fluctuation spectrum [7] which allowed us to estimate nanolaser behaviour in the bad-cavity regime

Is � 1. Here we observed two different situations: when the pump rate r is close to its maximum value rm then

laser generates as in a good-cavity regime (see Fig.1 a, curve 1); when r is close to threshold rth then high peak in

the amplitude fluctuations spectrum appears which indicates on the relaxation oscillation phenomenon (see Fig.1

a, curve 2).

With the help of the master equation for density matrix written in terms of coherent states |z〉 we derived

stationary equation for the Glauber-Sudarshan P function which is only function of |z|2 (accurately obtained phase

independence of the equation is a result of phase diffusion process). A detailed analysis of the latter equation

allowed us to obtain approximated solution for P function [7], which works good when cIs � 1. We analyzed

obtained solution in some special cases. In the good-cavity regime, for the pump parameter centered around rm
P function can be written as Gaussian distribution (see Fig.1 b) with mean value coincided with the semiclassical

intracavity intensity I0 and with width expressed as a product I0Q(r,c), where Q(r,c) is the analytical formula

for the Mandel Q parameter obtained by us in [4]. For the values of pump rate lying far below threshold and

far above self-quenching points P function behaviour is similar to thermal distribution (P representation for the

thermal distribution) converged to delta function when r → 0 or r → ∞.

More precise analysis of the approximated solution showed that the region rth < r < rq can be split into two

subregions according to nanolaser behaviour. In the first subregion r < rm the nanolaser behaviour is similar to that

of conventional laser. Also in this subregion in strong coupling regime c� Is and for r centered around r = c/5 the



P function manifests oscillating behaviour (Fig.1 c). Namely for such parameters early obtained Q(r,c) reaches

small negative values [4]. Probably, this is manifestation of the well-known antibunching phenomenon for a

single-emitter. In the second subregion r > rm the P function does not have any nonclassical features.

We also investigated the behaviour of P function in the threshold point rth for three different regimes 1) c � Is
(weak coupling), 2) c ≈ Is (”intermediate”) , 3) c � Is (strong coupling). In the weak coupling regime the P

function has a typical plateau (Fig.1 d, curve 1, plateau is marked by solid straight line), which indicates transition

to lasing: from thermal to Gaussian type distribution. As saturation intensity is decreased and the strong coupling

regime occurs the maximum of P function moves from zero value of variable I and the semiclassical threshold

behaviour disappears (Fig.1 d, curve 3).

Dynamics of the threshold pump rate in above considered regimes can be approximated by formula r̃ = 1 +
4/c− 2/Is. In the weak-coupling regime the last term can be neglected what implies the semiclassical threshold

r̃ = rth ≈ 1+4/c. When strong-coupling regime occurs then r̃ < rth what indicates on the transition to thresholdless

regime.

Fig. 1 a) The amplitude fluctuation spectrum vs dimensionless frequency Ω/κ: 1) r = rm = 199, 2) r = 3. For all curves

Is = 0.2, c = 400. b) P function vs I = |z|2 for different pump parameter r. 1) r = 8, 2) r = 16, 3) r = 24, 4) r = 36, 5)

r = 44. For all curves Is = 100, c = 50; c) Oscillation behaviour of the P function, Is = c = 100, r = c/5 = 20. d) Transition

to thresholdless regime. 1) Is = 600, 2) Is = 60, 3) Is = 6. For all curves c = 100, r = rth = 1.04. Dashed line - obtained

approximated solution for P function, solid gray line - numerical simulation of the master equation.
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Abstract: The theory of quantum fluctuations of spatial dark dissipative solitons in a driven 
nonlinear interferometer is developed. The formation of soliton states squeezed in pulse is 
predicted and possible experiments with large squeezing are discussed. 

 
Proposed is the theory of quantum fluctuations of spatial dark dissipative solitons in a wide-aperture driven 
interferometer with Kerr nonlinearity in the approximation of weak deviations from the classical state of the field 
in the soliton regime, similarly to the case of bright solitons [1]. In the classical limit, there is a wide variety of 
dissipative soliton types with different number of intensity oscillations in their central part, and we have found first 
the parameter domains where these types of solitons exist.  

     For quantum fluctuation characterization, the quantum Langevin equation was derived, see also [1], which was 
after that linearized in the vicinity of the stable stationary soliton solution. The eigenvalues spectrum of the 
linearized equation was studied, and the theory of spectral expansion of arbitrary fluctuations in series of its 
eigenfunctions was developed. The developed theory allows one to investigate the excitation spectrum of the 
system considered and to obtain rigorous and unambiguous definition of coordinate operator for dissipative 
solitons with constant background at infinity. 
describing dynamics of approach of perturbed solitons to the stationary dark soliton at time t >> 1, as illustrated in 
Fig. 1; relaxing bright solitons have been found earlier in [1]. 

     The mean-square quantum fluctuations of dark soliton coordinate and pulse have been also calculated, and the 
existence of states squeezed in soliton pulse has been predicted. The parameter region was found where soliton 
states with the squeezing large with respect to the standard quantum limit (Fig. 2). This squeezing can exceed 
significantly that for the case of bright solitons. The possibility of squeezed states observation is discussed. 

 

 

Fig. 1. Amplitude profiles of the relaxing soliton at time t = 0 
(curve 1) and at t >> 1 (curve 2 corresponding to the stationary dark 
soliton); x is the transverse coordinate. 

Fig. 2. Mean-square fluctuations of soliton pulse (curve 1, left scale) 
and coordinate (curve 2, right scale) normalized to the standard 
quantum limit. 

 

[1] L. A. Nesterov, Al. S. Kiselev, An. S. Kiselev, and N. N. Rosanov, 
Opt. Spectros. 106, 570-578 (2009). 







Dynamic back action in imbalanced Michelson interferometer
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We consider Michelson interferometer with movable north and east mirrors (Fig. 1) which
may demonstrate optical rigidity. For balanced interferometer optical rigidity is unstable.
We show that in imbalanced case this model allows to get stable optical spring.

As simplified model of laser gravitational wave antenna we consider Michelson interferometer
with power and signal recycling mirrors as shown on Fig. 1 (below we use notations on it). The
mirrors in east and north arms may move as free masses, where as power and signal recycling mirror
in west and south arms are assumed to be unmovable. The interferometer is pumped through west
port.

In case of complete balance optical paths in north and east arms are tuned so that hole out-
put power returns through power recycling mirror in west arm and no mean power goes through
signal recycling mirror in south port. In this case one can analyze common and differential modes
separately, in particular, common mode interact with sum mechanical mode x+ ≡ xe + xn and dif-
ferential one — with x− ≡ xe−xn. Recall, gravitational wave signal produces change of differential
position and analysis of interferometer may be reduced to analysis of Fabry-Perot cavity [1]. If
differential optical mode is detuned the circulated light introduces optical rigidity into movement
of x− [2–4] — it is dynamic back action. Usage of optical rigidity allows dramatically improve
the sensitivity of laser gravitational wave antennas [5–8]. The drawback is instability (dynamic
back action introduces negative damping with rigidity), which has to be compensated by low noise
feedback. Another possibility to avoid instability is to use additional pump on detuned frequency
[9–11].

Here we show that in the non-balanced case it is possible to introduce stable rigidity with single
pump.

Important, that in non-balanced case common and differential modes are coupled with each
other. One may show that equation of movement slow amplitudes aw, as and positions x± may
be derived from Hamiltonian

H = He +Hm +Hint, He ≡ �δwa
†
waw + �δsa

†
sas + �δ

(
a†
saw + asa

†
w

)
, (0.1)
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FIG. 1: Michelson interferometer with Power and Signal recycling mirrors.



2

Hm ≡ p2
+ + p2

−

2m
, Hint =

�k

τ

[
(a†

sas + a†
waw)x+ + (a†

was + a†
saw)x−

]
. (0.2)

Here δw, δs are detunings introduced into optical sum and differential modes by displacements of
power and signal recycling mirrors correspondingly, δ is coupling proportional to imbalance between
arms (for balance case δ = 0), p± are momentums corresponding to coordinates x±, m are masses
of end mirrors (we assume that they are equal to each others).

It is convenient to use transformation from amplitudes aw,s and detunings δw,s to normal ampli-
tudes qw,s and detunings δ̃w,s by usual way in order to eliminate “cross term” in He. The detailed
analysis shows that one may choose set of detunings δw, δs, δ by a special way in order to avoid
instability.

It may be demonstrated for particular case when movement, for example, of position x+ is fixed
(i.e. x+ = 0). Then one may obtain equation for x− in frequency domain (fluctuative forces is
omitted):

(
−mΩ2 + K−

)
x− = 0, K− = const

{
|Q̃s|

2δ̃w

(Γ − iΩ)2 + δ̃2w
+

|Q̃w|
2δ̃s

(Γ − iΩ)2 + δ̃2s

}
(0.3)

Here Q̃w,s are mean amplitudes depending on detuning δ, δ̃w, δ̃s and pump. For simplicity we
assume that relaxation rates of normal coordinate are equal to each other and equal to Γ .

Important that form of rigidity K− is the same as for the case of double pump [9–11]. Each
term in (0.3) is similar to rigidity created by each pump in case of double pump. Hence, we may
conclude that rigidity K− may be done stable by choosing parameters as for double pump case.
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Advanced LIGO imbalanced scheme 
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Abstract:� Laser interferometer gravitational-wave observatory (LIGO) is designed to detect 
gravitational waves and to become a tool in the study of their sources [1]. We consider a DC 
readout scheme which will be applied in Advanced LIGO. We analyze such scheme in terms 
of quantum noise and we calculate its spectral density. 

Existence of gravitational waves was predicted by Einstein in his general theory of relativity. Soon new 
generation of antennas will be launched (Advanced LIGO). These antennas will be significantly upgraded. One 
of the modifications will be the transition from heterodyne to DC readout scheme. This scheme has a number of 
advantages: reduction of influence of technical noise sources is expected, noise which is brought by the 
heterodyne scheme is completely eliminated. Besides DC readout scheme is a particular case of homodyne 
detection and we want to emphasize that so-called local oscillator wave will be automatically stabilized using 
the filtering properties of Fabry-Pero cavities in interferometer arms. 

Technical implementation of such scheme is also simpler than in homodyne and heterodyne detections [2]. 
The main idea is to produce an imbalance in interferometer scheme in order to obtain a small constant power on 
a photo detector that will play a role of a local oscillator. In this case only one photo detector is necessary 
instead of two identical detectors in homodyne detection. Laser gravitational-wave antenna consist of Michelson 
interferometer with Fabry-Pero resonators in its north and east arms as shown on Fig. 1. There are two ways to 
produce such imbalance: to vary distance between resonator Fabry-Pero and beam splitter holding arm length 
constant; to displace a distant mirror in each resonator in opposite sides, without varying distance between beam 
splitter and interferometer. We consider the second way.  

�
Fig 1: Advanced LIGO scheme 

A well known effect of so-called optical rigidity exist in such optomechanical systems [3-8]. It means that 
the back-action force acting on mirrors depends on coordinate of mirror. Complex coefficient in this relation 
will be the mentioned optical rigidity�� .  In LIGO system two mechanical modes exist – differential and 
common modes. Differential mode keeps information about sygnal.  For both modes we can write down two 
independent equations of motion in spectral representation: 

�� ���	 
 �	�	 � �
 (1) 

�� ���� 
 ����� � �
 (2) 

where F – is the mirrors’ reduced mass, ��	��- optical rigidities, X – signal frequency.        
In the case of detuned system situation changes: additional cross-rigidities appear. Then we can rewrite 

equations of motion (they won't be independent any more): 



�� ���	 
 �		�	 
 �	��� � �
 (3) 

�� ���� 
 ����� 
 ��	�	 � �
 (4) 

It resembles a system of coupled oscillators with couple coefficients �	� and ���	 . In this case in the 
output additional quantum noise relied with laser fluctuations appears because of coupling of modes. We give a 
theoretical description of fields circulating in such system and forces acting on mirrors. We consider small 
power in the output is 80 mW while power circulating in both east and north arms is 800 MW. To realize this 
situation we have to detune distant mirrors in Fabry-Pero resonators by the small value of  0.06 ������.  For this 
case we calculate spectral densities of current fluctuations on the photo detector. We consider this value in terms 

of space-time metric � and we normalize it on a standard quantum limit:� ��
���� . Results of numerical analysis 

are represented in Fig.2. As we can see influence of additional quantum noise will not very significant. So we 
can conclude that using of DC readout scheme is appropriate despite additional noise introduced into the system. 

We also consider an asymmetry in arms when transition coefficients and losses differ in east and north 

arms: 
���� 
��� ! " #$
   %&� ��'&�!�(�)*+ #$, , 

�-./00
-./00 !(1�+*�$,
 �23455�!�*��667) Here %8�9 - transition 

coefficient of  input mirror of resonator Fabry-Pero,�%&� and '&� – transition and reflection coefficients of beam 
splitter,��23455�- losses in distant mirrors of resonators in arms.  We show that such asymmetry will not greatly 
affect on the sensitivity of detector. 

�
Figure 2: a) spectral density of quantum noise of  imbalanced aLIGO scheme  b) difference between imbalanced 

and balanced scheme spectral densities for different levels of laser noise relatively zero quantum fluctuations 

�
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Abstract: We have increased the number of laser cooled and trapped thulium atoms in a 
magneto-optical trap (MOT) by a factor of 3 using a two-dimensional optical molasses which 
collimates an atomic beam before a Zeeman slower. Also we have devised a semiconductor 
laser amplifier operating at 410.6 nm to form laser beams for optical molasses. 

Laser cooling and magneto-optical trapping are well-known methods for cooling neutral atoms which find 
applications in various spectroscopic and condense-matter studies. An important task is to capture larger 
amounts of atoms to increase the signal-to-noise ratio and/or number density.  

We have achieved threefold increase of the number of thulium atoms trapped in a MOT using two-
dimensional optical molasses. The MOT described in our earlier work [1] is loaded from a decelerated atomic 
beam. Tm vapor is produced in an oven and atoms pass through the diaphragm D1 (Fig. 1) into the Zeeman 
slower where they are decelerated. To increase the fraction of atoms that pass through the second diaphragm D2 
and reach the trapping region the atomic beam has been collimated by two-dimensional optical molasses. The 
optical molasses are formed before the Zeeman slower in the plane perpendicular to its axis by two orthogonal 
pairs of antipropagating laser beams.  

Fig.1 Experimental setup. D1, D2 – diaphragms forming 
atomic beam, 1- collimating laser beams, 2 – cooling 
laser beams, 3 – laser beam for the Zeeman slower

Laser cooling of Tm atoms is performed on strong transition at 410.6 nm by the second harmonic of 
Ti:sapphire laser. The total power of cooling laser light is 100 mW. The major part of this power is used for the 
MOT and the Zeeman slower, and the rest 4 mW are injected into the specially designed semiconductor laser 
and amplified up to 200 mW. The amplified radiation is used for two-dimensional molasses. The laser 
frequency is red detuned from the resonance by acousto-optic modulator.                                 

Fig.2 The relative change in the number of atoms in the 
MOT vs. the cooling laser beam power. The red detuning is 

10 MHz (1 )

The number of trapped atoms is measured by the luminescence signal of the atomic cloud that is detected 
by the photomultiplier tube. The luminescence signal is proportional to the amount of atoms in the trap, so the 
effect of the atomic beam collimation can be easily characterized. A number of experiments have been carried 
out with different cooling laser frequency detunings from the resonance. The largest effect was observed with 
the red detuning of 10 MHz (corresponding to 1 , the natural line width).  In this case the number of trapped 
atoms was increased by a factor of three (Fig.2). 

[1] D. Sukachev, A. Sokolov, K. Chebakov, A. Akimov, S. Kanorsky, N. Kolachevsky and V. Sorokin, “Magneto-optical trap for 
thulium atoms,” PHYSICAL REVIEW A 82, 011405(R) (2010).



Methods of approximation of whispering gallery

modes eigenfrequencies in rotational bodies

Yury A. Demchenko

Moscow State University, 119991, Leninskie Gory, Moscow, Russia

wanderblum@mail.ru

Abstract

This work is devoted to approximate calculation of eigenfrequencys of WGM in bodies of
revolution. The calculations were performed for toroidal cavity and strongly oblate spheroidal
cavity. Also approximation have been refined for dielectric cavity.

1 Introduction

The problem of eigenfrequency’s precision for cavity with WGM modes is not only fundamental, but it
plays a graet role in creation of tiny optical comb based on WGM modes [1].

Since the problem of finding the eigenfrequencys can not be solved in general form for an arbitrary
shape of the resonator, it is necessary to resort to approximate methods.

2 Calculation

The most accurate result for the eigenfrequencys of WGM is given by the eikonal method. This semi-
classical method is used to find the asymptotic solution of the Helmholtz equation, if the refractive index
varies slightly compared with the wavelength. If we combine the eikonal method with the modified
Bohr-Sommerfeld quantization condition, we can obtain an approximation for the eigenfrequencys.

For WGM we can introduce the concept of the caustic surface. This is a surface that is tangent to
rays propagating in the cavity. In this work we consider modes with large azimuthal number and in this
case approach that caustic surface lies close to the surface is quite accurate.

Approxmation of shperoid with toroid
Field distribution in dielectric resonator

In the papers [2, 3] eigenfrequency were obtained for spheroidal cavities and resonators, which are
defined by a quartic surface. These calculations give great accuracy for prolate cavities, but for oblate
cavities accuracy of the approximation is very small. This is due to the fact that the caustic surface and
the surface of the cavity are no longer close for oblate cavities and caustic surface stops well described
nested spheroid.

Using eikonal method new formula was obtained for the eigenfrequency of the toroid (2), which is
comparable in accuracy to existing formulas, which were obtianed in [3].

Since the resulting formula divergences for large oblate, it was an attempt to approximately solve
the Helmholtz equation in spheroidal coordinates, which can be divided into angular and radial. The
angular field distribution is well approximated by Gause function. For the radial distribution of the
field, we used the method of Olver [4]. It allows us to obtain asymptotic expressions for the solutions

1



of differential equations with a large parameter. Using this method, we got expressions that do not
quite accurately describe the natural frequencies. Also managed to guess the type of solution that fairly
accurately approximated the eigenfrequency of the strongly flattened resonator.

If the resonator is dielectric, the resonator field is not equal to 0 at the boundary of the cavity (2).
As is known, the total internal reflection occurs not on a dielectric boundary, but on the surface located
behind it. In this case, we can use the already obtained formulas for the eigenfrequencys, but for a
resonator with effective parameters. Assuming that the caustic surface is located close to the surface of
the resonator we obtained a formula for the average distance by which the boundary shifts in reflection.
This calculation increase the precision of eigenfrequency’s more than 10 times compared to the result
in [2].
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Abstract

We explore the physics of continuous measurement in an optomechanical system based on
a Fabri-Perot resonator with one movable mirror and feed-back. It is shown that in resolved
sideband limit a) the back action fluctuations may be excluded, b) mechanical squeezing
produced by parametric excitation may be detected.

Quantum squeezing of mechanical motion is one of the cases where the quantum behavior of the classical
objects is displayed. At the moment this problem is widely discussed applying different schemes and
methods [1, 2].

We consider a optical position meter based oh a Fabri-Perot resonator with one movable mirror of a
resonant frequency ωR and decay rate γ [3]. Homodyne detection of output field provides information
on position of movable mirror which is treated as an oscillator of a mass m with eigen frequency ωm,
decay rate γm and is in equilibrium with thermal bath. We consider the case when the oscillator’s spring
constant is parametrically varied with frequency 2ωm. As it is known that such system can become
unstable so we introduce a feed-back force, that introduces additional decay rate to the system for
stability. This scheme is shown on Fig. 1. The read-out laser beam of frequency ωL is detuned from

a)

aout
L

x

b in

K

γ

b)

Δ

ω ω ωL m ωω

c)

−Δ

γ

ωm L

Figure 1: a)Fabry-Perot cavity with one movable mirror. The signal from homodyne detector is used
to create fead back force. Laser is detuned from cavity frequency. b) Positive detuning Δ > 0 (laser
frequency ωL is less than cavity frequency ωR). c) Negative detuning: Δ < 0.

the resonant frequency by Δ = ωL − ωR and is considered to have a constant amplitude B and small
quantum fluctuation b(t):

Bin(t) = e−iωLt

(
B +

∫
∞

−∞

b(Ω)e−iΩt
dΩ

2π

)
+ h.c. (1)

We consider a resolved sideband limit — decay rate γm of the oscillator is much smaller then decay
rate γ of the cavity and oscillators’s eigen frequency ωm. We also assume for simplicity that detuning
Δ ≡ ωR − ωL is equal to either +ωm or −ωm [4]):

ωm � γ � γm, Δ ≡ ωR − ωL = ±ωm (2)

In our approximation the oscillator is influenced by a heat bath, a feed-back from the measurement and
a back-action force. As it was mentioned above we will introduce feed back force that is proportional

1



to the homodyne current, so that it has a regular part, that adds decay rate to the system, and it also
introduces additional fluctuations. So the hamiltonian of the mechanical system is equal to

Ĥ = �ωmâ+â− Fx0(â+ â+) + Ĥbath − �

(
i
g

2
e2iωmtâ2 − i

g

2
e−2iωmtâ+

2
)

(3)

Here â is annihilation operator of a mechanical mode, x0 =
√

�

2mωm

is the amplitude of the zero motion,

F is a sum of forces (including back action and feed back forces) affecting the oscillator, Ĥbath is the
hamiltonian of the interaction with the thermal bath and g is the constant of parametric excitation. In
this system we measure the spectral density of the quadrature amplitude aθ in output wave aout.

aθ(Ω) = aout(Ω)e
−iθ + a+out(−Ω)eiθ (4)

Where θ is the angle of homodine detection. In order to register mechanical squeezing we have to get
information about mechanical quadrature amplitudes. It means that we should use averaging of aθ over
several period of mechanical oscillation T = 2π/ωm as following

ac = 〈aθ cos(ωmt)〉T , as = 〈aθ sin(ωmt)〉T (5)

Results

As a result we get that mechanical squeezing may be observed by measurement of two spectral densities
(for ac and as) one of which appears to be squeezed and another unsqueezed due to mechanical parametric
excitation.

We also show that in resolved sideband limit the back action term in output signal is canceled. (Recall
that back action is produced by fluctuation light pressure force proportional to power of optical pump).
However, it does not allow to overcome Standard Quantum Limit, the reason of t is introduced dynamic

back action (introduction of damping into mechanical oscillator).
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1 Introduction

Superfluidity in a neutral gas or liquid is not easily
defined but rather understood as a complex cluster of
phenomena. The associated properties may include fric-

c©Higher Education Press and Springer-Verlag Berlin Heidelberg 2012
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tionless flow through thin capillaries, suppression of the
classical inertial moment, metastable currents, quantized
circulation (vortices), Josephson effect (coherent tunnel-
ing), and so on (see, e.g., Refs. [1–6]). There is a close and
deep analogy between superfluidity in a neutral system
and superconductivity in a charged system [4, 6].

The 3D weakly-interacting Bose gas has all the su-
perfluid properties mentioned above, which can be in-
ferred from the existence of an order parameter repre-
sented by the wave function of the Bose–Einstein conden-
sate (BEC). By contrast, there is no BEC in a repulsive
1D Bose gas even at zero temperature in the thermody-
namic limit, provided that interactions are independent
of particle velocities [7, 8]. This can be easily proved us-
ing the Bogoliubov “1/q2” theorem [7]. This predicts a
1/q2 divergence at small momentum in the average oc-
cupation number nq for nonzero temperature and 1/q

divergence for zero temperature. Nevertheless, the exis-
tence of BEC is neither a sufficient nor necessary condi-
tion for superfluidity [1, 6], and a one-dimensional sys-
tem of bosons may be superfluid under some conditions.
However, whether a system is superfluid or not depends
very much on how superfluidity is defined, because one-
dimensional systems may exhibit only some but not all
of the superfluid phenomena.

Here we study superfluidity in an atomic gas of re-
pulsive spinless bosons in the 1D regime of very nar-
row ring confinement. The investigations focus mainly
on the metastability of the circulating-current states in
various regimes. However, we also discuss another im-
portant aspect of superfluidity relevant to a 1D system,
which is the non-classical moment of inertia or Hess–
Fairbank effect [9] and the quantization of circulation.
As we argue below, a perfect Hess–Fairbank effect and
quantization of circulation occur for the homogeneous
gas of repulsive spinless bosons in one dimension, while
metastability of currents does not, in general. Note that
the Hess–Fairbank effect is much easier to investigate
than metastability of current because of its “equilibrium”
nature [6, 10]. Indeed, it can be explained with the prop-
erties of the low-lying energy excitation spectrum of the
system due to the ability of the system to relax to the
ground state in the reference frame where the walls (i.e.,
the trapping potentials) are at rest (see Section 2). The
metastability of currents is a much more complicated
phenomenon to study, because at sufficiently large gas
velocities, the system is obviously not in the ground state
but in a metastable state. In order to study such an ef-
fect, one needs to understand transitions between states,
which presents a more intricate problem.

Ideally, in order to study the decay of ring currents in
a controlled manner, the gas should be kept in a ring or
a torus-like geometry with defined defects. The defects
may cause transitions to the states of lower energies, thus
leading to energy dissipation, related to a friction force;

this is called the drag force. The question of metastabil-
ity then becomes equivalent to the drag force of a small
and heavy impurity that is dragged through the rest-
ing gas. In the scope of this topical review, we consider
mainly infinitesimal impurities and calculate the lowest
order terms in linear response of the interacting gas to
perturbation by the impurity. The authors of Ref. [11]
followed a different approach by calculating the effects
of finite impurities on the flow of a weakly-interacting
Bose–Einstein condensate.

In spite of rapid progresses in experimental techniques
along this line [12–14], so far no conclusive experimen-
tal data on the drag force or metastability of ring cur-
rents in the 1D Bose gas is available, and thus, this is
one of the outstanding fundamental questions remain-
ing about the properties of ultra-cold Bose gases [2]. Not
long ago, an experiment along this line was carried out
[15], in which the propagation of spin impurity atoms
through a strongly interacting one-dimensional Bose gas
was observed in a cigar-shaped geometry. The motion
of the center-of-mass position of the wave packet is de-
scribed fairly well by the drag force, calculated with the
dynamic structure factor of the Bose gas in the regime
of infinite boson interactions. In the recent experiment
of Ref. [16], the dynamics of light impurities in a bath of
bosonic atoms was investigated and the decay of breath-
ing mode oscillations was observed. In another line of
experiments, atoms were subjected to a moving optical
lattice potential and the momentum transfer was mea-
sured [17–19]. This implies that one can experimentally
obtain the drag force of a specific external potential act-
ing on the gas. Experiments were also done with ultra-
cold atoms in random and pseudo-random potentials.
The direct observation of Anderson localization was re-
ported in Refs. [20–22]. In particular, spreading of a 1D
Bose gas in artificially created random potentials was ex-
perimentally investigated [20]. Below we show that the
superfluid–insulator phase diagram of such a system can
be obtained by calculating the drag force.

The notion of drag force turns out to be theoretically
fundamental, because it generalizes Landau’s famous cri-
terion of superfluidity. According to Landau, an obstacle
in a gas, moving with velocity v, may cause transitions
from the ground state of the gas to excited states lying
on the line ε = pv in the energy–momentum space. If all
the spectrum is above this line, the motion cannot excite
the system, and it is thus superfluid. However, it is also
possible that even when the line intersects the spectrum,
the transition probabilities to these states are strongly
suppressed due to boson interactions or to the specific
kind of external perturbing potential. In this case, the
drag force gives us a quantitative measure of superfluid-
ity.

This paper is organized as follows. The basic model of
the 1D Bose gas considered in this paper is introduced
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in Section 2. In the subsequent section, we study the
Hess–Fairbank effect and its relation to the Landau cri-
terion of superfluidity. In Section 3, we derive an expres-
sion for the drag force through the dynamic structure
factor within linear response theory and show that the
notion of the drag force generalizes the Landau criterion
of superfluidity. The values of the drag force in various
limiting regimes are calculated in Section 4. In the sub-
sequent section, the Luttinger liquid theory is exploited
to describe the drag force at small impurity velocities.
An exact method for obtaining the drag force for a finite
number of bosons, exploiting the algebraic Bethe ansatz,
is briefly discussed in Section 5.3. In Section 5.4 we con-
sider a simple interpolation formula for the DSF, which
works for arbitrary strength of the interparticle interac-
tions. In the subsequent section, we show that another
approach to the one-dimensional Bose gas, the theory of
phase slip transitions [23], reproduces the same power-
law behaviour for the drag force as the Luttinger liquid
theory does. In Section 5.6, the drag force in the limit of
infinite interactions is obtained analytically beyond lin-
ear response theory. The decay of ring currents is exam-
ined in Section 6. In Section 7.1, the zero-temperature
phase diagram is obtained for the superfluid–insulator
transition of the one-dimensional Bose gas in moving
shallow lattices for arbitrary values of velocity, filling
factor, and strength of boson interactions. The motion
of the 1D Bose gas in random potentials and the re-
lated phase diagram at zero temperature are considered
in Section 7.2. Finally, in the conclusion the results and
prospects are briefly discussed.

2 Landau criterion of superfluidity and Hess–
Fairbank effect

Model — We model cold bosonic atoms in a waveguide-
like micro trap by a simple 1D gas of N bosons with point
interactions of strength gB > 0 (i.e., the Lieb–Liniger
(LL) model [24])

H =
N∑

i=1

− �
2

2m

∂2

∂x2
i

+ gB

∑
1�i<j�N

δ(xi − xj) (1)

and impose periodic boundary conditions on the wave
functions. The strength of interactions can be measured
in terms of the dimensionless parameter γ ≡ mgB/(�2n),
where n is the linear density and m is the mass. In
the limit of large γ, the model is known as the Tonks–
Girardeau (TG) gas [25, 26]. In this limit, it can be
mapped onto an ideal Fermi gas since infinite contact
repulsions emulate the Pauli principle. In the opposite
limit of small γ, we recover the Bogoliubov model of
weakly interacting bosons. For an overview of theoreti-
cal approaches to the one-dimensional Bose gas, see the
recent review [27].

Landau criterion — In the LL model the total mo-
mentum is a good quantum number [28], and periodic
boundary conditions quantize it in units of 2π�/L, where
L is the ring circumference. Classification of all the ex-
citations can be done [29] in the same manner as for the
Tonks–Girardeau gas of non-interacting fermions (γ →
+∞). Thus, in order to create an elementary particle-like
excitation, one needs to add a quasimomentum beyond
the occupied Fermi segment. By contrast, for a hole-like
excitation, one needs to remove a quasimomentum lying
inside the Fermi segment. All the excitations can be con-
structed from the above elementary excitations. Due to
the conservation of total number of particles, the number
of particle-like excitations coincides with that of hole-like
excitations. The low-lying spectrum of N = nL bosons
as shown in Fig. 1 has local minima [30] at the supercur-
rent states I (I = 0, 1, 2, . . .) with momenta pI = 2πn�I

and excitation energies

εI = p2
I/(2Nm) (2)

These correspond to Galilean transformations of the
ground state with velocities vI = pI/(Nm). The min-
ima do not depend on interactions and tend to zero in
the limit of large system size at constant density. The
first supercurrent state is also called the umklapp exci-
tation [24] by analogy with periodic lattices because it
can be reached from the ground state by imparting the
momentum �Kr to each particle, where Kr = 2π/L is
the reciprocal wave vector in the ring geometry. As ex-
plained above, this changes the total momentum while
preserving the internal state of the system.

Suppose that the gas is put into rotation with linear
velocity vI , and after that, is braked with an artificial
macroscopic “obstacle”, e.g., created by a laser beam
[31]. In the reference frame where the gas is at rest,
the obstacle moves with the velocity vI . In a superfluid
we expect to see no energy dissipation, and the drag
force is zero (the current is persistent). Otherwise one
can observe decay of the current. It follows from energy
conservation that the transitions from the ground state
caused by the moving obstacle with velocity v lie on the
line ω = vk in the energy–momentum plane. According
to Landau, if the excitation spectrum lies above this
line, the motion cannot excite the system, which is then
superfluid. As is seen from Fig. 1, the Landau critical
velocity (when the line touches the spectrum) equals
vc = v1/2 = �π/(mL). This implies that any supercur-
rent state with I � 1 is unstable since vI > vc. However,
in 3D we also have similar supercurrent states, which
apparently leads to the paradoxical absence of current
metastability. The solution to this is that we need to
consider not only the spectrum but also probabilities of
excitations. Below we argue that in the 3D case, the
probability to excite supercurrents is vanishingly small,
while in the 1D case it depends on the strength of bosonic



Alexander Yu. Cherny, Jean-Sébastien Caux, and Joachim Brand, Front. Phys., 2012, 7(1) 57

Fig. 1 Schematic of the excitation spectrum of the 1D Bose
gas in a perfectly isotropic ring. The supercurrent states I lie on
the parabola �2k2/(2Nm) (dotted line). Excitations occur in the
shaded area; the discrete structure of the spectrum is not shown
for simplicity. The blue (dark) area represents single particle–hole
excitations [29]. Motion of the impurity with respect to the gas
causes transitions from the ground state to the states lying on the
straight (red) line. Reproduced from Ref. [32], Copyright c© 2009
The American Physical Society.

interactions.
Hess–Fairbank effect — When the walls of a toroidal

container are set into rotation adiabatically with a small
tangential velocity vD, a superfluid stays at rest while
a normal fluid follows the container. This effect leads
to a nonclassical rotational inertia of superfluid systems,
which can be used to determine the superfluid fraction
[6, 10]. For the 1D Bose gas, rotation of the annular trap
amounts to shifting the excitation spectrum to ε − vDp

as shown in Fig. 2. It is assumed that an unspecified
relaxation mechanism allows the system to relax to the
ground state in the frame where the trap is at rest. The
low-lying LL excitation spectrum is a convex function of
momentum for 0 � p � p1 [29], and, hence, the momen-
tum zero state remains the ground state for |vD| < vc.
This leads to the Hess–Fairbank effect for the 1D Bose
gas for arbitrary repulsive interactions γ > 0 [33, 34]. Ac-
cording to this equilibrium property which is completely
determined by the low-lying energy spectrum [1], the 1D
Bose gas has a 100% superfluid fraction and zero rota-
tional inertia at zero temperature. The same results were
obtained by using instanton techniques [35] and within
Luttinger liquid theory for a finite number of bosons [34,
36].

It is the convexity of the low-lying excitation spec-
trum between the supercurrent states (see Fig. 2)
that allows us to obtain this result without nu-
merical calculations. The minima of energy can be
reached only in the supercurrent states [see Fig. 2(b)],
whose energy are known analytically with Eq. (2). In
the usual way (see, e.g., Ref. [34]), the superfluid
component can be defined and obtained numerically
through the second derivative of the phase ϕ in the
twisted boundary conditions ψ(x1, . . . , xj +L, . . . , xN ) =
exp(iϕ)ψ(x1, . . . , xj , . . . , xN ), j = 1, . . . , N , imposed on

the wave functions. We emphasize that this procedure
is equivalent to the method used in this paper, because
the Galilean transformation implies a phase gradient of
the wave functions observed in the frame of the mov-
ing walls, and the gradient leads to twisted boundary
conditions. It is also consistent with the definition of
the superfluid component in three dimensions through
the Fourier-transformed autocorrelation function of the
transverse current [6, 10].

Fig. 2 (a) Low-lying excitation spectrum εmin(k) for N = 10
particles for 1D repulsive bosons. At γ � 1, the low-lying spec-
trum verges towards that of the ideal Bose gas, which lies on the
straight segments between points I = 1, 2, 3, · · ·. (b) Quantiza-
tion of current velocity for 1D repulsive bosons under influence of
a moving trap. Shown are the low-energy excitations of the 1D
Bose gas in the moving frame εmin(k) − vD�k, calculated from
the Bethe-ansatz equations [24] for different values of the coupling
strength (compare with εmin(k) of Fig. 1). Inset: The velocity of
the gas at equilibrium changes abruptly at values of driving veloc-
ity vD/vc = 1, 3, 5, . . ., since the gas occupies the state with lowest
energy. In particular, the system is at rest when the driving ve-
locity is less than vc = vF/N (perfect Hess–Fairbank effect). Here,
kF ≡ πn, vF = �kF/m, and vF ≡ �

2k2
F/(2m). Reproduced from

Ref. [38], Copyright c© 2010 Siberian Federal University.

Note that the Bose–Fermi mapping for the TG gas
implies that periodic boundary conditions for the Bose
gas only translate into periodic boundary conditions for
the Fermi gas for odd N but into antiperiodic ones for
even N [37], in contrast to the true Fermi gas with pe-
riodic conditions. One can see that for even N , there is
no Hess–Fairbank effect in the true Fermi gas (although
the TG gas always shows the Hess–Fairbank effect). This
is due to the instability of fermions at the Fermi point,
which results from the degeneracy of the ground state



58 Alexander Yu. Cherny, Jean-Sébastien Caux, and Joachim Brand, Front. Phys., 2012, 7(1)

for an even number of fermions.

3 Drag force as a generalization of Landau’s
criterion of superfluidity

In order to study frictionless motion, let us consider an
impurity of mass mi, moving with velocity v in a medium
of particles. For the major part of this topical review,
we will treat the interaction between the impurity and
Bose gas perturbatively in linear response theory and
thus reduce the problem to calculating properties of the
integrable 1D Bose gas, although in general the system
will lose integrability when adding an impurity. Using
Fermi’s golden rule, one can easily show (see Appendix
A) that the resulting friction leads to an energy loss per
unit time given by

Ė = −
∫

dDq

(2π)D−1
|Ṽi(q)|2n

· (q · v − �q2

2mi
)S(q, q · v − �q2

2mi
)

N
(3)

Here Ṽi(q) is the Fourier transform of the interaction po-
tential Vi(r) between the impurity and the particles, D is
the spatial dimension, n is the density of particles (num-
ber of particles per D-dimensional volume), and S(q, ω)
is the dynamical structure factor (DSF) of the medium.
It is given by the definition [5]

S(q, ω) = Z−1
∑
n,m

e−βEm |〈m|δρ̂q|n〉|2δ(�ω−En +Em)

(4)

with Z =
∑

m exp(−βEm) being the partition func-
tion and β being the inverse temperature. Here δρ̂q =∑

j e−iq·rj −NΔ(q) is the Fourier component of the op-
erator of the density fluctuations, Δ(q) = 1 at q = 0 and
Δ(q) = 0 otherwise. At zero temperature, the structure
factor takes a simpler form

S(q, ω) =
∑

n

|〈0|δρ̂q|n〉|2δ(�ω − En + E0) (5)

The DSF relates to the time-dependent density correla-
tor through the Fourier transformation

S(q, ω) = N

∫
dtdDr

(2π)D�
ei(ωt−q·r)〈δρ̂(r, t)δρ̂(0, 0)〉/n

(6)

where δρ̂(r, t) ≡ ∑
j δ(r − rj(t)) − n is the operator of

the density fluctuations. The DSF obeys the f -sum rule
[5]

∫ +∞

−∞
dω ωS(q, ω) = Nq2/(2m) (7)

The drag force is defined by the formula Ė = −Fv · v.
In this paper, we will use the expression (3) for a heavy

impurity v � �q/mi in one dimension. It yields for
the drag force Fv =

∫ +∞
−∞ dq q |Ṽi(q)|2S(q, qv)/L. Us-

ing the properties of the DSF S(q, ω) = S(−q, ω) =
eβ�ωS(q,−ω), which follow from its definition (4), we
obtain

Fv =
∫ +∞

0

dq q |Ṽi(q)|2S(q, qv)[1 − exp(−β�qv)]/L

(8)

This is the most general form of the drag force within
linear response theory. The form of the impurity interac-
tion potential can be of importance as, e.g., in the cases
of shallow lattices and random potentials discussed in
Sections 7.1 and 7.2, respectively. When the impurity
interaction is of short-range type, we can replace it with
good accuracy by a contact interaction Vi(r) = giδ(x),
which leads to Ṽi(q) = gi and yields at zero temperature
[39]

Fv ≡ 2g2
i nm

�2
fv = g2

i

∫ +∞

0

dq qS(q, qv)/L (9)

In the first equality, we introduce the dimensionless drag
force fv with the help of the “natural” unit 2g2

i nm/�2.
Its physical nature will be discussed below in Sections
4.1 and 5.6.

The notion of drag force generalizes the Landau cri-
terion of superfluidity. Indeed, the integral in Eq. (9) is
taken along the line ω = qv in the ω–q plane. If the exci-
tation spectrum lies completely above the line then the
integral vanishes, as one can see from the DSF definition
(5). On the other hand, the integral can be infinitesimally
small or vanish even if the spectrum lies below the line
but the excitation probabilities, given by the correspond-
ing matrix elements Ṽi(q)〈0|δρ̂q|n〉, are suppressed. The
drag force can vanish even if the system is not super-
fluid in principle, but excitations are not accessed with a
given potential. This happens when the matrix elements
〈0|δρ̂q|n〉 are not small but the Fourier transform of the
impurity potential Ṽi(q) takes non-zero values only in a
finite region of q-space. We consider such an interesting
case in Sections 7.1 and 7.2 below.

Thus, determining the drag force within linear re-
sponse theory is reduced to the problem of calculating
the dynamic structure factor. Below we consider various
approximations for the dynamic structure factor and the
associated drag force.

4 The drag force in different regimes

4.1 Large impurity velocities

Let us consider the case of contact interactions with
the impurity, Vi(r) = giδ(x). At large impurity velocity
v � �πn/m, the main contribution to the integral in Eq.
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(9) comes from the high momentum region of the DSF,
which can be calculated analytically [40]. Indeed, at large
velocities, the momentum transfer from the impurity to
the particles is big enough to neglect the interparticle in-
teractions. Then one can use the DSF values of the ideal
gas [5, 40]

S(q, ω) =
∑

p

np(1 ± np+q)δ
(
�ω − �

2q2

2m
− �

2pq

m

)

�
∑

p

npδ

(
�ω − �

2q2

2m
− �

2pq

m

)
(10)

Here np ≡ 〈a†
pap〉 is the average occupation numbers of

particles, and the plus is taken for bosons and the mi-
nus for fermions. The second equality in Eq. (10) is due
to the large momentum �q � mv � �πn, which leads
to npnp+q � 0 for arbitrary values of p. Substituting
Eq. (10) into Eq. (9) yields the value of the drag force
2g2

i mn/�2, which can be used as the force unit.
It is not difficult to see that this result is valid be-

yond linear response theory, given by Eq. (9). Indeed, at
sufficiently large particle velocity, the initial particle mo-
mentum can be neglected during the scattering. Then in
the reference frame where the impurity remains at rest,
the relative particle momentum is �q � mv. Therefore,
the reflection coefficient is determined by the squared ab-
solute value of the scattering amplitude in the Born ap-
proximation m2g2

i /(�4q2). Each particle, being reflected,
transfers momentum 2�q. The total number of scattered
particles per unit time is nv = n�q/m. The product of
the last three quantities yields the value of momentum
transfer per unit time, that is, the drag force. This quan-
tity, independent of the wave vector, is nothing else but
the limiting value of the drag force, obtained above.

4.2 The Tonks–Girardeau regime

Let us first investigate the drag force for the TG gas
(γ → +∞), having the same structure factor as the ideal
Fermi gas. The DSF at zero temperature is well-known
in the thermodynamic limit [41, 42]

S(k, ω)
εF

N
=

kF

4k
(11)

for ω−(k) � ω � ω+(k), and zero otherwise. Here
ω±(k) = �|2kFk ± k2|/(2m) are the limiting dispersions
that bound quasiparticle–quasihole excitations (see Fig.
4). By definition, kF ≡ πn and εF ≡ �

2k2
F/(2m) are

the Fermi wave vector and energy of the TG gas, re-
spectively. As follows from Eq. (11) for the DSF, the
transition probability from the ground state is inversely
proportional to the momentum transfer but does not de-
pend on the excitation energies within the borders ω±(k).
Simple integration in Eq. (9) then yields

fv =

{
v/vF, 0 � v � vF

1, v � vF

(12)

where vF ≡ �πn/m is the sound velocity in the TG
regime. The result is represented in Fig. 3(a). The TG
gas is obviously not superfluid.

Fig. 3 The dimensionless drag force (9) versus impurity velocity
in various approximations, c is the speed of sound. (a) Tonks–
Girardeau and Bogoliubov regimes. (b) The random phase ap-
proximations (RPA) at non-zero temperatures. The curve becomes
smoother when the temperature grows.

4.3 The drag force in the Bogoliubov regime

The opposite regime to the TG gas is the limit of weak
interactions γ 	 1 (the Bogoliubov regime). The crucial
point in Bogoliubov theory [43] is the developed Bose–
Einstein condensate. In spite of the absence of Bose–
Einstein condensation in one dimension [8, 44], the up-
per dispersion curve ω+(k) is well described at small γ

[29] by the Bogoliubov relation

�ωk =
√

T 2
k + 4TkεFγ/π2 (13)

where Tk = �
2k2/(2m) is the free-particle energy spec-

trum. The Bogoliubov theory also yields the correct val-
ues of the ground state energy and chemical potential.
This paradox can be explained [45] by a strong singu-
larity of the DSF near ω+ in the Bogoliubov regime.
As a result, it is localized almost completely within a
small vicinity of the upper branch. This tendency can be
seen even at γ = 10 (Fig. 4). Thus, the behavior of the
DSF simulates the δ-function spike, which appears due
to the Bose–Einstein condensate. One can simply put
SBog(k, ω) = Cδ(ω − ωk) and determine the constant C

from the f -sum rule (7)
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SBog(k, ω) = N
Tk

�ωk
δ(ω − ωk) (14)

The drag force is then obtained analytically: it is a
step function

fv =

{
0, 0 � v � c

1, v � c
(15)

shown in Fig. 3(a). The sound velocity in the Bogoliubov
regime is given by c = vF

√
γ/π. At non-zero tempera-

tures the result does not change. This result was first
obtained in Ref. [39] by means of the GP equation. Note
that the supersonic impurity motion in three dimensions
was earlier studied by the same method in Ref. [46].

Fig. 4 Numerical values of the DSF (4) for the coupling pa-
rameter γ = 10 [60]. The dimensionless value of the rescaled
DSF S(k, ω)εF/N is shown in shades of gray between zero (white)
and 1.0 (black). The upper and lower solid (blue) lines represent
the dispersions ω+(k) and ω−(k), respectively, limiting the single
“particle–hole” excitations in the Lieb–Liniger model at T = 0.
The dispersions are obtained numerically by solving the system
of integral equations [29]. The gray scale plot of the DSF demon-
strates that the main contribution to the DSF comes from the
single particle-hole excitations, lying inside the region ω−(k) �
ω � ω+(k) (see also Fig. 1). Only one point at k = kG, shown in
full (red) circle, contributes to the integral when the perturber is a
shallow cosine potential with a reciprocal vector kG. Reproduced
from Ref. [32], Copyright c© 2009 The American Physical Society.

4.4 The linear approximation near the Tonks–
Girardeau regime

For finite γ, the model can also be mapped onto a Fermi
gas [37] with local interactions, inversely proportional to
gB [41, 42, 47, 48]. Using the explicit form of the interac-
tions, one can develop the time-dependent Hartree–Fock
scheme [41, 42] in the strong-coupling regime with small
parameter 1/γ. Approximations of the linear response
functions on this level are known as Random Phase ap-
proximation (RPA) with exchange or generalized RPA
[4, 49]. The scheme yields the correct expansion of the
DSF up to the first order [41, 42]

S(k, ω)
εF

N
=

kF

4k

(
1 +

8
γ

)
+

1
2γ

ln
ω2 − ω2−
ω2

+ − ω2
+ O

(
1
γ2

)

(16)

for ω−(k) � ω � ω+(k), and zero elsewhere. The symbol
O(x) denotes terms of order x or smaller. The limiting
dispersions in the strong-coupling regime take the form

ω±(k) =
�|2kFk ± k2|

2m

(
1 − 4

γ

)
+ O

(
1
γ2

)
(17)

From the linear part of the dispersion (17) at small
momentum ω±(k) � ck, we obtain the well-known re-
sult [29, 34] for the sound velocity at zero temperature
c = vF(1 − 4/γ) + O(1/γ2).

In the same manner as in Section 4.2, we derive from
Eqs. (9) and (16)

fv =

⎧
⎪⎨
⎪⎩

[
1 + 8

ln(v/c)
γ

]
v

c
, 0 � v � c

1, v � c

(18)

As expected, the linear approximation (18) works
badly for small values of impurity velocity. This is due
to the anomalous behaviour of the DSF within the lin-
ear approximation in vicinity of the umklapp excitation
point at ω = 0, k = 2kF. Indeed, Eq. (18) leads to un-
physical negative values of the drag force at sufficiently
small impurity velocities. For this reason, we need a more
careful examination of the drag force in this regime.

5 Theoretical approaches

5.1 Random phase approximation near the Tonks–
Girardeau regime

The DSF in the RPA was calculated and described in
details in Section 4.2 of Ref. [42]. The RPA is based on
the Hartree–Fock scheme, which is appropriate at suf-
ficiently large interactions between bosons γ > 8. The
equation for the drag force within the RPA is derived in
Appendix B.

The RPA approximation has some advantages. It al-
ways gives positive values of the drag force and is appli-
cable at non-zero temperatures. The results are shown
in Fig. 3(b). The RPA scheme can be extended to non-
homogeneous systems beyond the local density approxi-
mation [50]. However, the RPA scheme also works badly
in the vicinity of the umklapp excitation. As a conse-
quence, the formula for the drag force (B7), obtained
within the RPA, does not reproduce the correct power-
law behaviour at small velocities (see discussion in Sec-
tions. 5.2 and 5.4 below.). Another disadvantage of the
scheme is that the drag force as a function of velocity
has an unphysical peak near v = c at zero temperatures,
which becomes quite pronounced for γ � 15. This is an
apparent artifact of RPA. In the next sections we con-
sider much better approximations that work for all values
of the interaction strength and impurity velocities.
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5.2 Luttinger liquid theory

Luttinger liquid theory allows us to correctly describe the
low-energy excitations of a 1D system of particles whose
interactions are independent of the velocities. It faith-
fully handles the nonlinear effects of these interactions
and yields values of the DSF at low energies for arbi-
trary coupling strength [30, 39] and thus can be used to
calculate the drag force at small values of the impurity
velocity.

The behaviour of the DSF in the vicinity of the umk-
lapp excitation is related to the long-range asymptotics
of the time-dependent density–density correlator. The
asymptotics for kFx � 1 and t � x/c

〈δρ̂(x, t)δρ̂(0, 0)〉
n2

� − K

4π2n2

(
1

(x − ct)2
+

1
(x + ct)2

)

+Ã1(K)
cos(2kFx)

n2K(x2 − c2t2)K
(19)

can be justified by generalizing Haldane’s method [30]
or using perturbation theory [51, 52]or quantum inverse
scattering method [53] or conformal field theory [54, 55].
The first two terms are related to the behaviour of the
DSF in vicinity of ω = 0, q = 0, while the third term
is related to the umklapp excitations. Substituting the
third term of Eq. (19) into Eq. (6) yields the DSF in the
vicinity of the “umklapp” point (k = 2kF = 2πn, ω = 0)
[39]

S(k, ω)
N

=
nc

�ω2

(
�ω

mc2

)2K

A1(K)
(

1 − ω2
−(k)
ω2

)K−1

(20)

for ω � ω−(k), and zero otherwise. Within Luttinger-
liquid theory, the dispersion is linear near the umklapp
point: ω−(k) � c|k−2πn|. By definition, K ≡ �πn/(mc)
is the Luttinger parameter. For repulsive bosons, the
value of parameter K lies between 1 (TG gas) and +∞
(ideal Bose gas). The value of the Luttinger parameter
in the strong-coupling regime

K = 1 + 4/γ + O(1/γ2) (21)

is derived with the expression for the sound velocity ob-
tained in Section 4.4. The coefficients in Eqs. (19) and
(20) are related by [56]

Ã1(K) =
Γ 2(K)

2π

(
2K

π

)2K

A1(K) (22)

with Γ (K) being the gamma function. The coefficient
A1(K) is non-universal, and is explicitly known for the
Lieb–Liniger model [57, 58]. We will make use of its value
in two limiting cases: A1(K) = π/4 at K = 1 and
A1(K) � 41−3K exp(−2γcK)π/Γ 2(K) for K � 1 [39,
56], where γc = 0.5772 . . . is the Euler constant.

By comparing the first-order expansion (16) in the
vicinity of the umklapp point with Eq. (20) and us-
ing the expansion (21), one can easily obtain [45] the
model-dependent coefficient at large but finite interac-
tions when K − 1 	 1

A1(K) =
π

4

[
1 − (1 + 4 ln 2) (K − 1)

]
+ O

(
(K − 1)2

)

(23)

Using the DSF (20) predicted by Luttinger theory and
equation (9) for the drag force, we arrive at the expres-
sion for the drag force at small velocities v 	 c [39]

Fv =
√

π
Γ (K)

Γ (K + 1/2)
A1(K)

g2
i n

2

�v

(
2K

v

c

)2K

(24)

In the TG regime, this formula yields the same values of
the drag force as Eq. (12). Equation (24) gives us the
universal exponent of the power-law behaviour of the
drag force at small velocities: Fv ∼ v2K−1. The same
result was obtained in Ref. [36]. While the non-universal
coefficient A1(K) is now known for arbitrary strength of
interactions [57–59], its actual expression is too unwieldy
to be considered here. In Section 5.4 we prefer to con-
sider another approach, which allows us to determine it
approximately.

5.3 The algebraic Bethe ansatz and ABACUS

The exact integrability of the Lieb–Liniger model now
permits the direct numerical calculation of dynamical
correlation functions such as the DSF [60] for systems
with finite numbers of particles using the ABACUS al-
gorithm [61]. The strategy consists in using the Lehmann
representation (5). The eigenstates themselves are con-
structed by the Bethe Ansatz. The state norms [62, 63]
and matrix element of the density operator [64, 65] be-
ing exactly known, the sum over intermediate states can
be taken starting from the dominant few-particle states
and let run until a satisfactory saturation of sum rules
is achieved. The results for the DSF take the form il-
lustrated in Fig. 4. For generic values of γ, most of the
signal is concentrated between the dispersions ω+(k) and
ω−(k) of single particle/hole (Type 1/2 in Lieb’s nota-
tion) excitations. The signal is by construction identi-
cally zero below ω−(k) (since no eigenstates are found
there); above ω+(k), the signal is carried by multiple
particle–hole excitations and is very weak in view of the
small matrix elements of the density operator between
these states and the ground state.

We use data for N = 150 particles (γ = 5 and 20),
N = 200 (γ = 1) and N = 300 (γ = 0.25). The f -
sum rule saturations at k = 2kF were 99.64% (γ = 20),
97.81% (γ = 5), 99.06% (γ = 1) and 99.08% (γ = 0.25),
the saturation getting better at smaller momenta. The
drag force is computed from the numerical DSF data in
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the following way. Since the DSF in finite size is given
by discrete but densely distributed δ-function peaks, we
consider the integral

F I(v) ≡ g2
i

L

∫ ∞

0

dq

∫ qv

0

dωS(q, ω)

=
g2
i

�L

∫ ∞

0

dq
∑

n

|〈0|δρ̂q|n〉|2Θ(�qv−En+E0)

(25)

whose derivative with respect to v simply gives the drag
force (9). Here Θ is the Heaviside step function. The inte-
gral in ω conveniently gets rid of all energy δ-functions in
the expression for the DSF, and this integrated quantity
is readily computed without need for smoothing using
the raw ABACUS data for the DSF. The derivative with
respect to v can then be taken numerically by fitting an
interpolating polynomial to the data points for F I(v) in
the vicinity of the velocity for which the drag force needs
to be calculated. The resulting data for the drag force are
illustrated in Fig. 5(a).

The advantage of this method is that the reliability of
the results is more or less independent of the value of the
interaction parameter, in the sense that states and ma-
trix elements can be individually constructed irrespective
of what γ is. The remaining issues are the distribution of
correlation weight among the excitations, and how this
affects the speed of convergence. The limit of very small
γ is the easiest to treat, since only very few states in
the vicinity of the Type 1 mode are of importance. The
DSF then becomes almost a δ-function in the Type 1
dispersion relation, and the drag force tends to the step
function as expected in this limit. The opposite case of
infinite γ is also straightforward since then only single
particle–hole excitations have non-negligible matrix ele-
ments, the drag force becomes a constant between Type
1 and 2 dispersions, and the drag force acquires a con-
stant slope. For interaction values between these two ex-
tremes, many eigenstates must be summed over for good
convergence, and the DSF takes on a nontrivial lineshape
making the drag force take the positive-curvature shapes
in Fig. 5(a).

5.4 An effective approximation for the dynamic
structure factor and drag force

In Refs. [45, 66], an interpolating expression was sug-
gested for the DSF:

S(k, ω) = C
(ωα − ωα

−)μ−

(ωα
+ − ωα)μ+

(26)

for ω−(k) � ω � ω+(k), and S(k, ω) = 0 otherwise.
Here, μ+(k) and μ−(k) are the exact exponents [67, 68]

S(k, ω) ∼ ∣∣ω − ω±(k)
∣∣∓μ±(k) (27)

Fig. 5 The dimensionless drag force versus the velocity (relative
to the sound velocity) of the impurity at various values of the cou-
pling parameter γ. (a) The solid (blue) lines represent the force
obtained with Eqs. (9) and (26), open circles are the numerical
data obtained using ABACUS [60]. (b) The values of the dimen-
sional drag force obtained from the interpolation formula (26) [solid
(blue) lines] are compared with that of the analytical formula (29)
for small velocities [dashed (red) lines].

at the borders of the spectrum ω+(k) and ω−(k). We
also put by definition α ≡ 1 + 1/

√
K. The most general

way of obtaining ω±(k), μ±(k), and K is to solve numer-
ically the corresponding integral equations of Refs. [29]
and [67], respectively.

It follows from energy and momentum conservation
that S(k, ω) is exactly equal to zero below ω−(k) for
0 � k � 2πn. In the other regions of ω > ω+ and
ω < ω− (for k > 2πn), possible contributions can arise
due to coupling to multi-particle excitations [29]. How-
ever, these contributions are known to vanish in the
Tonks–Girardeau (γ → ∞) and Bogoliubov (γ → 0) lim-
its and are found to be very small numerically for finite
interactions [60].

The exponents μ± are non-negative [69]. As a conse-
quence, the DSF diverges at the upper branch ω+. At the
lower branch ω−, the DSF shows a continuous transition
to zero for any finite value of γ except for the specific
point γ = +∞ (or K = 1) of the Tonks-Girardeau gas,
where the DSF remains finite but has a discontinuous
transition to zero at both boundaries ω− and ω+.

The normalization constant C depends on momentum
but not on frequency and is determined from the f -sum
rule (7). The expression (26) is applicable for all ranges
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of the parameters k, ω, and γ with increasing accuracy
at large γ [45].

The parameter α is needed to reconcile the limiting
value of the exponent μ−(2πn) = 2

√
K(

√
K − 1) in the

vicinity of the umklapp point [67] and the Luttinger the-
ory predictions, given by Eq. (20). Now one can see from
(26) that

S(k, ω) ∼
{

ω2(K−1), k = 2πn

(ω − ω−)μ−(k), k �= 2πn
(28)

Thus, the suggested formula (26) is consistent with both
the Luttinger liquid behavior at the umklapp point and
Imambekov’s and Glazman’s power-law behavior in its
vicinity, as it should be. A more detailed discussion can
be found in Ref. [45]. Similar approximations for the DSF
of 1D Bose gas, confined in a harmonic trap, are consid-
ered in Ref. [70].

The drag force can now be calculated by means of Eqs.
(9) and (26) for arbitrary strength of interactions and ar-
bitrary velocities. The results are shown in Fig. 5(a).

For the important question whether persistent cur-
rents may exist at all, the small velocity regime is most
relevant, which is dominated by transitions near the
first supercurrent state (umklapp point at ω = 0 and
k = 2kF). The drag force in this regime has a power-law
dependence on the velocity Fv ∼ v2K−1 for v 	 c, as
first found by Astrakharchik and Pitaevskii [39]. From
Eqs. (9) and (26) we obtain

fv ≡ FvπεF

g2
i k

3
F

� 2K

(
v

vF

)2K−1[ 4εF

�ω+(2kF)

]2K

× Γ
(
1 + 2K

α − μ+(2kF)
)

Γ
(

2K
α

)
Γ
(
1 − μ+(2kF)

)

×Γ
(
1 + μ−(2kF)

)
Γ
(
1 + 1

α

)

Γ
(
1 + μ−(2kF) + 1

α

) (29)

where Γ (x) is Euler’s Gamma-function, and μ−(2kF) =
2
√

K(
√

K − 1) [67]. This formula is valid for arbitrary
coupling constant and works even in the Bogoliubov
regime at γ 	 1. In practice, Eq. (29) works well up
to v � 0.1c [see Fig. 5(b)]. The strong suppression of
the drag force in the Bogoliubov regime appears because
of the large exponent value 2K − 1 � 1 and the large
argument 2K/α � 1 of the gamma function in the de-
nominator. Certainly, drag force values of order 10−40 lie
beyond realizable experiments and as a matter of fact,
tell us about superfluidity in this regime.

5.5 Drag force from the phase slip transitions

The quantum number I, describing the supercurrent
with energy (2), is nothing else but the phase wind-
ing number of the original Bose field Ψ =

√
neiΦ [30].

The transitions between the supercurrent states are the

phase slip transitions, changing the phase winding num-
ber. One can write down explicitly the low-energy Hamil-
tonian [23] that consists of the supercurrent states and
phonon excitations, interacting due to a static impurity.
The interaction Vi(x) between the impurity and bosons
can be rewritten in terms of the supercurrent states and
the phonons. One can then directly derive the transi-
tion probability per unit time between the supercurrent
states I and I ′ from Fermi’s golden rule [71]. The result
reads at zero temperature [see Eq. (8) of Ref. [71]]

WII′ =
|ggin|2

�Γ [1 + α]Γ [ 12 + α]
4π3/2α

ξII′

(
ξII′

γ̃ε0

)2α

(30)

where α ≡ (I − I ′)2K and ξII′ ≡ εI − εI′ . The tran-
sition probability (30) is determined up to an overall
factor, because the dimensionless parameters g and γ̃,
which are of the order of 1, cannot be defined exactly
from the long-range effective Hamiltonian. The energy
ε0 is a characteristic high-energy cutoff for the phonon
spectrum.

For the Ith supercurrent decay at zero temperature
due to the static impurity, the dominant contribution
comes from the transition to the (I −1)th state, and one
can write for the energy loss per unit time

Ė = WI,I−1ξI,I−1 =
|ggin|2 4π3/2K

�Γ (1+K)Γ (1
2 +K)

(
ξI,I−1

γ̃ε0

)2K

(31)

For large winding number I, we have the relation
ξI,I−1 � 2πn�vI , resulted from Eq. (2). By putting the
energy cutoff ε0 to be equal to 2πn�c and remembering
the definition of the drag force |Ė| = Fvv, we obtain
from Eq. (31)

Fv = |ggin|2 4π3/2

�Γ (K)Γ (1
2 + K)

1
v

(
v

γ̃c

)2K

(32)

Thus, we come to the dependence Fv ∼ v2K−1 at small
velocities, in agreement with the previous results (24)
and (29).

5.6 Direct calculation for the Tonks–Girardeau gas be-
yond linear response theory

In this section we consider the TG gas, or the ideal gas of
spin-polarized fermions. In order to find the drag force,
we choose a frame of reference, in which the massive
impurity is at rest. Moving particles are then scattered
by the impurity potential Vi(x) = giδ(x). For an ideal
Fermi gas the scattering process for each particle is in-
dependent of the scattering of the other particles. The
reflection coefficient for a particle with wave vector k is
easily determined from the one-body Schrödinger equa-
tion: r(k) = m2g2

i /(m2g2
i + �

4k2). If dNk is the number
of particles with wave vectors lying between k and k+dk,
then these particles transfer momentum to the impurity
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per unit time dF = 2�2nr(k)k2dNk/m. Since in the cho-
sen frame of reference, the momentum distribution is the
Fermi distribution shifted by mv, we can write down the
explicit expression of the drag force

Fv =
2�2

m

∫
dk

2π
n(k − mv/�) sign(k)r(k)k2 (33)

where n(k) = 1 for −πn � k � πn, and zero otherwise.
The integral is readily taken

Fv =
2mng2

i

�2

⎧
⎪⎪⎨
⎪⎪⎩

ξ +
γi

2π

(
arctan

π(1 − ξ)
γi

− arctan
π(1 + ξ)

γi

)
, 0 � ξ � 1

1 +
γi

2π

(
arctan

π(ξ − 1)
γi

− arctan
π(1 + ξ)

γi

)
, ξ � 1

(34)

Here we denote γi ≡ gim/(�2n), and ξ ≡ v/vF. The re-
sults are shown in Fig. 6. As discussed in Section 4.1, the
limiting value of the drag force at large velocities coin-
cides with that obtained within linear response theory.
At small impurity coupling γi 	 1, Eq. (34) reproduces
the linear response formula (12) [see Fig. 3(a)].

Fig. 6 The diagram shows the dimensionless drag force (9) for
the TG gas at various values of the impurity coupling parameter
γi ≡ gim/(�2n). The results are obtained beyond the linear re-
sponse approximation. Note that the absolute value of the drag
force Fv is proportional to γ2

i .

6 Consquence of drag force: Velocity
damping

In the presence of an obstacle as, e.g., shown in Fig. 7,
a ring current can decay due to successive transitions
to supercurrent states with smaller momentum. Starting
in one of the local minima of the excitation spectrum
as seen in Fig. 1, the kinetic energy of the center-of-
mass translation will be transformed into elementary

Fig. 7 An experimental scheme to observe current decays. An ar-
tificial “impurity” is created by optical methods. It can be switched
on adiabatically or abruptly.

excitations above a lower supercurrent state while still
conserving the total energy. The elementary excitations
are quasiparticle–quasihole excitations in the Bethe–
Ansatz wave function [29]. Both in energy and character
most of these excitation lie between the phonon-like ω+

branch and the ω− branch, which is related to dark soli-
tons (see Fig. 4). Assuming that these excitations have
little effect on successive transitions, we estimate [32]
the decay of the center-of-mass velocity v by the classi-
cal equation Nmv̇ = −Fv(v), where Fv is given by Eqs.
(9) and (26). This equation was integrated numerically
and the result is shown in Fig. 8. At the initial supersonic
velocity, where the drag force is saturated [see Fig. 5(a)]
the supercurrent experiences constant deceleration. For
v � c the drag force decreases and consequently the de-
celeration slows down. For the TG gas we find an analyt-
ical solution for exponential decay v(t) = v0 exp(−t/τ)
for v0 � vF. In the weakly-interacting regime, the decay
may be slow compared to experimental time scales.

Fig. 8 Decay of the ring current velocity of 1D bosons from the
initial velocity of 1.1vF at t = 0. The solid (blue) and dashed (red)
lines represent the results obtained with the approximate formula
and ABACUS, respectively. The time scale is τ = Nπ�3/(2mg2

i ).
Reproduced from Ref. [32], Copyright c© 2009 The American Phys-
ical Society.

7 Drag force in extended potentials

7.1 1D bosons in a moving shallow lattice

Equation (8) can be verified experimentally for differ-
ent types of obstacles: for Vi(x) = giδ(x) all the points
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at the transition line contribute to the drag force, while
for the periodic potential with the spatial period a only
a set of discrete points in the ω–k plane do [32, 38].
This is simply due to the fact that a periodic potential
has only a discrete set of Fourier components with mo-
menta jkG with j being integer and kG ≡ 2π/a being
the reciprocal lattice vector. For instance, we have two
nonzero components kG and −kG for optical lattice po-
tential Vi(x) = gL cos(2πx/a)

|Ṽi(q)|2/L = πg2
L

[
δ(q − kG) + δ(q + kG)

]
/2 (35)

in the thermodynamic limit (n = const, L → ∞). The
filling factor of the lattice, that is, the number of parti-
cles per site, is given by α = 2πn/kG, because the total
number of lattice periods equals LkG/(2π). Substituting
Eq. (35) into the general expression for the drag force
(8), we obtain at zero temperature

Fv = πg2
LkGS(kG, kGv)/2 (36)

The values of the obtained drag force can easily be es-
timated with the ω–k diagram for the DSF (see Fig. 4).
Note that the drag force is now proportional to the total
number of particles, by contrast to the point-like impu-
rity case, described by Eq. (9). This is because the lattice
potential is non-local.

Let us recall that the model considered in this paper
assumes periodic boundary conditions. However, accord-
ing to the general principles of statistical mechanics, the
boundary conditions do not play a role in the thermo-
dynamic limit. Hence, the obtained formula (36) can be
exploited at sufficiently large number of particles even in
the case of a cigar-shaped quasi-1D gas of bosons. This
equation gives us the momentum transfer per unit time
from a moving shallow lattice, which can be measured
experimentally [17–19].

In the case of Bogoliubov and TG regimes, the drag
force admits analytic solutions. As discussed in Section
4.3, at small γ the upper dispersion curve ω+(k) is de-
scribed well by the Bogoliubov relation (13), and the
behavior of the DSF simulates the δ-function spike in
accordance with Eq. (14). We derive from Eqs. (14) and
(36)

Fv =
g2
LmL

�2

1
2αξ

δ

(
ξ −

√
1
α2

+
γ

π2

)
(37)

where by definition ξ ≡ v/vF.
In the TG regime, discussed in Section 4.2, the DSF is

given by Eq. (11) with the limiting dispersions ω± being
known analytically. Then Eqs. (11) and (36) yield

Fv = g2
LmL/(4�2)[Θ(ξ − ξ+) − Θ(ξ − ξ−)] (38)

where we put by definition ξ± ≡ |1 ± 1/α|.
The values of the drag force (36) obtained from the

interpolating expression for DSF (26) is shown in Figs.

9 and 10. The filling factor α = 1 (kG = 2kF) corre-
sponds to the Mott insulator state in a deep lattice. As
can be seen from Fig. 4, at this value of the reciprocal
vector the DSF is almost independent of ω when γ � 1,
and the drag force takes non-zero values for arbitrary
v � ω+(kG)/kG (see Fig. 9).

Fig. 9 Zero temperature phase diagram for superfluid–isolator
transition of the Bose gas in a moving shallow lattice: dimension-
less drag force Fv�

2/(g2
LmL) versus the lattice velocity (in units

vF) and the interaction strength γ at various values of the filling
factor α. The dimensionless values are represented in shades of
gray between zero (white) and 1.0 (black). The solid (blue) lines
correspond to the DSF borders ω+(k) and ω−(k), respectively.

By contrast, at small γ its non-zero values practically
localize in the vicinity of v = ω+(kG)/kG, as shown in
Fig. 10. Then superfluidity breaks down when the point
ω = vkG and k = kG lies exactly on the Bogoliubov dis-
persion curve (see Fig. 4). Taking into account that the
Bogoliubov dispersion is very close to the free particle
one, we obtain for the break point kGv = �k2

G/(2m).
One can see that this point coincides with the point of
dynamical instability for bosons in the cosine shallow
lattice. Indeed, the dynamical instability appears at a
value of lattice velocity v corresponding to a negative
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Fig. 10 The same diagram as shown in Fig. 9, but here the drag
force is represented as a function of velocity and inverse filling fac-
tor.

curvature of the Bloch dispersion curve at the momen-
tum mv/�. This is because in the reference frame where
the lattice is at rest, particles’ momenta are shifted by
the value mv/�, and the effective mass, given by the sec-
ond derivative of the curve in this point, becomes neg-
ative. This implies that the effective kinetic energy of
particles and the interaction energy have different signs,
which immediately leads to the instability of the repul-
sive Bose gas at sufficiently large numbers of particles.
For a shallow lattice, the Bloch dispersion curve is very
close to that of free particles, except for momenta near
the edge of the Brillouin zone k = ±kG/2, where the
dispersion has a negative curvature (see, e.g., Ref. [72]).
Hence, the condition for the dynamical instability takes
the form kG/2 = mv/�. This coincides with the above
condition for the break point, obtained within the gen-
eralized Landau criterion of superfluidity, suggested in
Section 3. A similar analysis can also be carried out for
the TG gas.

The frictionless motion at some values of the parame-
ters v, γ, α is consistent with the presence of persistent
currents in the 1D Bose–Hubbard model [73–78]. As dis-
cussed in Section 3, the drag force can be considered as
a measure for superfluidity in the absence of the order
paramenter. Then Fig. 9 represents the phase diagrams
in the v − γ and v − 1/α planes. They are similar to
that of Ref. [75]. One can see from the diagrams that
there is no sharp transition from superfluid to isolated
phase in 1D, which is consistent with the experimental
findings of Ref. [19]. Note that in paper [78], superfluidity

was examined in terms of quantum phase slips, discussed
in Section 5.5. So, both the quasiparticle and quantum
phase slip descriptions lead to the same results.

7.2 1D Bose gas in a moving random potential

Recently, direct observation of Anderson localization
with a controlled disorder was reported in a one-
dimensional waveguide [20]. An initially trapped Bose
gas is released into a one-dimensional waveguide, where
it is exposed to an artificially created speckled potential.
The wave function of the spreading atoms can be directly
measured by optical methods.

Anderson localization was initially predicted for a sys-
tem of non-interacting particles [79]. Modern experimen-
tal technique in cold atoms allows to control the strength
of interparticle interactions and the parameters of speck-
led potentials as well (see, e.g., reviews [80, 81]). Delo-
calization of a disordered bosonic system by repulsive
interactions was observed [22]. Thus, the interplay be-
tween interactions and disorder remains a fundamental
problem in this field. Considerable attention has recently
been given to this problem in many papers [82–91]. Most
of the papers consider weakly-interacting bosons or the
regime of infinite interactions (TG gas). By using the
generalized Landau criterion of superfluidity, introduced
in Section 3), one can study the behaviour of a 1D Bose
gas in weak random potentials and obtain the superfluid-
insulator phase diagram for arbitrary strength of boson
interactions.

It is convenient to consider random potentials by intro-
ducing an ensemble of various potentials. Then the ran-
dom potential features can be obtained by averaging over
the ensemble. One of the most important characteristics
of random potentials, created with speckled laser beams,
is their correlation function 〈Vi(x)Vi(x′)〉 = g(x − x′),
where 〈· · ·〉 stands for the average over the random po-
tential ensemble. For an arbitrary potential profile, the
drag force is calculated with Eq. (8). Taking the average
of this equation with respect to the ensemble, we obtain
the drag force acting from the moving random potentials.
At zero temperature, we derive

〈Fv〉 =
∫ 2kC

0

dk kg̃(k)S(k, kv) (39)

Here g̃(k) ≡ 〈|Ṽi(k)|2〉/L is the Fourier transform of
the correlation function g(x). The integration in (39)
is limited, because for speckled laser beams, the func-
tion g̃(k) always has a finite support due to the limited
aperture of the diffusion plate generating the random
phase [92, 93]. So, g̃(k) = 0 for |k| > 2kC . For esti-
mations, we take a realistic correlation function [92, 93]
g̃(k) = πV 2

RσrΘ
(
1 − |k|σr

2

)(
1 − |k|σr

2

)
. Here σr ≡ 1/kC
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is the random potential correlation length, depending on
the parameters of the experimental device. It is usually
of the order of 1 μm [81]. Thus, we have three parameters
governing the phase diagram: the potential velocity, the
interaction strengh, and the correlation length.

Like the lattice potential, the random potential is non-
local, and, as a consequence, the drag force (39) is pro-
portional to the total number of particles. The results
obtained with the interpolating formula (26) are shown
in Fig. 11. As for the shallow lattice potentials, the figure
can be treated as the zero-temperature phase diagram for
the superfluid–insulator transion: superfluidity assumes
zero or strongly suppressed values of the drag force.

Fig. 11 Zero temperature phase diagram for superfluid–isolator
transition of the Bose gas in a moving random potential: drag force
(in units of 2πmV 2

RσrN/�2) versus the potential velocity (in units
vF) and the inverse correlation length (in units kF). The dashed
(blue) lines correspond to the intersection of the limiting disper-
sions ω± and the transition line: v = σrω±(2/σr)/2. On the left
to the lines, the drag force is zero, because within the integration
limits of Eq. (39), the values of the DSF is zero (see Fig. 4).

In the Bogoliubov and TG regimes, one can find the
drag force analytically. For γ 	 1, we obtain from Eqs.
(14) and (39)

〈Fv〉 = F0 Θ(ξ − ξc)Θ(1 − t)(1 − t) (40)

Here F0 ≡ 2πmV 2
RσrN/�2 is a unit of force, t ≡

πnσr

√
ξ2 − ξ2

c , and ξc =
√

γ/π is the sound velocity (in
units of vF) in the Bogoliubov regime. In the TG regime,
Eqs. (11) and (39) yield

〈Fv〉 = F0[f1 + (f2 − f1)Θ(λ+ − λ0) − f2Θ(λ− − λ0)]

(41)

where we introduce the notations λ0 ≡ 2/(πnσr), λ± ≡
2|ξ ± 1|, f1 ≡ 1

4 (λ+ − λ−)(1 − λ++λ−
2λ0

), f2 ≡ (λ0−λ−)2

8λ0
.

The obtained results are in accordance with the exis-
tence of a mobility edge for a particle moving in a random
potential with a finite correlation length σr. In this case,
the mobility edge is given by [83, 85] kmob = kC ≡ 1/σr.
If |k| > kC , then the k-wave propagation is not sup-
pressed, while in the opposite case, the particle wave
function is localized (Anderson localization), which leads
to the particle immobility. In the TG regime, the gas is
equivalent to the ideal Fermi gas, where the mobile par-
ticles lie in the vicinity of the Fermi points. In the ref-
erence frame where the random potential is at rest, the
absolute value of momentum of the lowest Fermi level is
given by �k′

F = |�kF − mv|. When k′
F > kC , the system

should be superfluid. This is consistent with Eq. (39),
which yields zero value of the drag force for k′

F > kC .
Indeed, the value 2k′

F corresponds to the cross point of
the dispersion curves for the TG gas and the transition
line: ω±(2k′

F) = 2k′
Fv, where ω± is given by Eq. (17)

with infinite γ. Once 2k′
F > 2kC then the value of drag

force is zero, because the DSF is zero within the limits
of integration in Eq. (39) (see Fig. 4).

8 Conclusions

The absence of a well-defined order parameter makes the
behavior of the 1D Bose gas rather unusual in compari-
son to the 3D case. As shown in Section 2, the 1D Bose
gas exhibits superfluid phenomena of equilibrium type
(Hess–Fairbank effect, analogous to the Meissner effect
in superconductivity) but in general does not show dy-
namic superfluid phenomena, such as persistent currents
in a ring. Instead of a phase transition to full super-
fluidity as is known in 3D, the 1D Bose gas shows a
smooth crossover and reaches the metastability of cur-
rents only in a weakly-interacting limit. In this case, the
drag force, being a simple integral parameter, can be
chosen as a quantitative measure of superfluidity. Super-
fluidity assumes zero or strongly suppressed values of the
drag force for the Bose gas moving in different small ex-
ternal potentials. Which value of the drag force should
be taken as the transition threshold becomes a question
of convention in 1D.

The drag force turns out to be fundamental, because
it generalizes the Landau criterion of superfluidity. The
generalized Landau criterion, based only on energy and
momentum conservation, does work when the usual Lan-
dau criterion fails. This is because the drag force effec-
tively involves not only the spectrum but the probability
of transitions to excited states. A good example is the
dynamical instability of weakly-interacting 1D bosons,
moving in a shallow lattice. As shown in Section 7.1, the
generalized Landau criterion not only successfully pre-
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dicts the dynamical instability of the system but gives
the quantitative characteristics of the phase transition.

It should be noted that the suggested approach has
an apparent disadvantage. Being based on the first order
time-dependent perturbation theory, the scheme cannot
describe changes of the ground state caused by the per-
turbing potential. Despite of this fact, it can describe
well the superfluid–insulator phase diagram, when the
system propagates through shallow lattices or random
potentials.
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Appendix A: General formula for the drag
force from Fermi’s golden rule

Once an impurity moves into a homogeneous medium
with velocity v, it is scattered by the medium particles.
In general, the scattering leads to transitions with mo-
mentum and energy transfer and, consequently, to a fi-
nite value of energy loss per unit time. It can be calcu-
lated within linear response theory [5, 39, 94] or from
Fermi’s golden rule [94, 95].

During the scattering, the initial state of the composite
system is assumed to be |kin, m〉 = |kin〉|m〉, where |m〉
is initial state of the medium, the incident particle state
is the plane wave |k〉 = exp(ik ·y)/

√
V with wave vector

kin, and V = LD is the D-dimensional volume. The wave
vector is connected to the initial velocity by the relation
v = �kin/mi. The same notations are adopted for the
final state |kf , n〉 = |kf〉|n〉. The rate for the scattering
process (that is, the transition probability per unit time)
is given in the lowest order in the impurity interaction
by Fermi’s golden rule

w(kin, kf) =
2π

�

∑
n

∣∣〈kf , n|H ′|kin, m〉∣∣2

×δ(En + Tkf − Em − Tkin) (A1)

where Tk = �
2k2/(2m) is the energy dispersion for the

impurity. The momentum and energy transfer are given
by

�q = �kin − �kf (A2)

�ω = Tkin − Tkf = �q · v − �
2q2/(2mi) (A3)

respectively.
Performing the integration over y in the matrix ele-

ment of the interaction Hamiltonian H ′ =
∑

j Vi(|y−xj |)

yields for q �= 0
∣∣〈kf , n|H ′|kin, m〉∣∣2 = |Ṽi(q)|2

∣∣〈n|δρ̂q|m〉∣∣2/V 2 (A4)

At nonzero temperature, the medium can be in an ar-
bitrary initial state |m〉 with the statistical probability
exp(−βEm)/Z. In this case, the transition rate (A1)
should be averaged over the statistical ensemble, and we
arrive at

w(q) =
2π

�

|Ṽi(q)|2
V 2

S
(
q, �q · v − �

2q2

2mi

)
(A5)

Here we use Eq. (A4) and the definition of the DSF (4).
In order to obtain the energy loss per unit time, we

need to sum up the energy transfer (A3) weighted with
the rate (A5) over all the final states

Ė = −
∑

q

w(q)
(
�q · v − �

2q2

2mi

)
(A6)

Replacing the sum by the integral in the thermodynamic
limit

∑
q → V/(2π)D

∫
dDq and subsituting Eq. (A5)

yield Eq. (3).

Appendix B: The drag force in the RPA ap-
proximation

B.1 The general expression

In this appendix, we will use the dimensionless variables
λ ≡ q/kF, ν ≡ �ω/εF, ξ ≡ v/vF, where kF ≡ πn,
εF ≡ �

2k2
F/(2m), and vF ≡ �kF/m are the Fermi wave

vector, energy, and velocity, respectively. Besides, it is
convenient to introduce the small parameter α ≡ 2/γ,
which can take the values 0 � α � 1/4 within the RPA
scheme [42]. In terms of the new variables, Eq. (9) reads

fv ≡ FvπεF

g2
i k

3
F

=
∫ +∞

0

dλλ s(λ, 2ξλ) (B1)

where we put s(λ, ν) ≡ εFS(kFλ, εFν/�)/N .
The DSF in the RPA approximation was calculated

and described in details in Section 4.2 of paper [42]. The
result at zero temperature can be written in the form

s(λ, ν) = sreg(λ, ν) + Ã(λ)δ(ν − ν0(λ)) (B2)

with the regular part of the dimensionless DSF

sreg(λ, ν) ≡ λ

4
(1 − 3α)2(1 − 2α)[

(1 − 3α)2λ − αh ln f
]2 + [απh]2

(B3)

This part is localized in the same region |λ2 − 2λ|(1 −
2α) � ν � (λ2 + 2λ)(1 − 2α), as the DSF in the linear
approximation, given by Eqs. (16) and (17). Here we put
by definition

f(λ, ν) ≡
∣∣∣∣
ν2 − (λ2 − 2λ)2(1 − 2α)2

ν2 − (λ2 + 2λ)2(1 − 2α)2

∣∣∣∣ (B4)
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and

h(λ, ν)≡(1 − 9α/4)
λ2

2
− α

2
− ν2

8λ2

3α(1 − 8α/3)
(1 − 2α)2

(B5)

The quantities in Eq. (B2) are given by Ã(λ) ≡
A(kFλ)/N , ν0(λ) ≡ �ω0(kFλ)/εF with A(q) and ω0(q)
being defined exactly in Section 4.2 of Ref. [42]. By em-
ploying the general formula (B1) and the RPA expres-
sion (B2), we can evaluate the drag force by numerical
integration. The δ-function contribution appears as a re-
sult of intersection of the curve ν0(λ) and the line 2ξλ

in the ν–λ plane and does not play a role at small val-
ues of the impurity velocity, see Fig. 12. One can easily
show that the δ-contribution appears for α � 2/9 when
ξ−(α) � ξ � ξ∗(α) or ξ � ξ+(α), where

ξ∗(α) = (1 − 2α)

√
(1 − 3α)2/α2 − 1

3(1 − 8α/3) + (1 − 3α)2/α2

ξ±(α) = (1 − 2α)
4 − 9α ±√

α
√

16 − 71α + 80α2

4(1 − 3α + 2α2)

Fig. 12 The dark (blue) region shows where the δ-function con-
tribution exists. Such a contribution results from the intersection
of the curve ν0(λ) and the line 2ξλ in the ν–λ plane. One can see
that there is no δ-function contribution at sufficiently small ve-
locity of the impurity. Here ξc ≡ c/vF, and ξc � 1 − 2α in the
strong-coupling regime.

B.2 The drag force for small velocities at zero temper-
ature

Since at the small velocities the linear approximation
(18) fails, we need to apply here the full RPA expres-
sion for the drag force. At small values of ξ = v/vF, the
limits of the integral in Eq. (B1) becomes very close to
each other, and we can put fv =

∫ 2(1+ξ/ξc)

2(1−ξ/ξc)
dλλ s(λ, ν =

2ξλ) � sreg(2, 4ξ)8ξ/ξc and obtain from Eq. (B3)

fv � 4ξ(1 − 3α)2

D2 + α2π2
[
2 − 5α − ξ2

ξ2
c

3α
2 (1 − 8α

3 )
]2 (B6)

where

D≡2(1−3α)2+α

[
2−5α− ξ2

ξ2
c

3α

2

(
1− 8α

3

)]
ln
(
4
ξ2
c

ξ2
−1

)

In principle, the logarithmic term should dominate in
the denominator when ξ → 0 and one can neglect all the

other terms; however, this approximation works only at
very small values of ξ. A much better approximation can
be obtained by keeping the logarithmic term together
with the zero-order terms in ξ:

fv � (1 − 3α)2

(1 − 5α/2)2
ξ[

(1−3α)2

1−5α/2 − 2α ln ξ
2ξc

]2

+ α2π2

(B7)
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son, and W. D. Phillips, Phys. Rev. Lett., 2007, 99(26):

260401

14. S. E. Olson, M. L. Terraciano, M. Bashkansky, and F. K.

Fatemi, Phys. Rev. A, 2007, 76(6): 061404

15. S. Palzer, C. Zipkes, C. Sias, and M. Köhl, Phys. Rev. Lett.,
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Steady State of Atoms in a Standing Wave: Quantum 
Description and Localization Effects 
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 Abstract: Scientific task is investigation of two-level atoms laser cooling. For this purpose we 

developed an exact quantum calculation method with taking into full account recoil effects. A 
new effect of anomalous localization of atoms in a strong laser field was discovered. 

 
Invention and application such precise and powerful tool as a laser have opened for scientists a wide range of 
opportunities for atom manipulation: acceleration, deceleration, localization, deflection, and focusing. Laser 
cooling has become the integral part of both fundamental science and many practical applications (high-
precision frequency and time standards, nanolithography, quantum information and many others). In addition, 
the strong evidence of importance and interest to this area is the Nobel Prize in 1997, which have been awarded 
some of the pioneers in the field of laser cooling (e.g., [1]). 

Theoretical description of kinetics of neutral atoms in the polarized light fields with taking into account a real 
atomic level structure, coherent effect, the recoil effect and others is both important and challenging problem. 
The first step toward understanding the mechanisms of interaction between atoms and light was called 
semiclassical approach [2]. It lies in the fact that the equations for the density matrix can be reduced to the 
Fokker-Planck equation for the Wigner function in the phase space. Simplicity of this approach has allowed 
scientists to understand many of cooling mechanisms in usual and ordinary terms of force and diffusion. 
However, this approach can only be applied in certain limited cases. First, the recoil frequency must be much 
smaller in comparison with the rate of spontaneous decay, and secondly, the momentum of a light field photon 
should be much smaller than the width of the momentum distribution of atoms. Later quantum methods were 
developed [3,4], for example, the secular approach which describes cooling and localization of atoms in the 
optical potential. In this approximation distance between the energy bands in the optical potential is greater than 
their broadening caused by optical pumping. At a fixed depth of the optical potential this approximation is valid 
in the limit of large detuning, and thus, for a given configuration is disrupted in a deep optical potential. 
Moreover, even when this condition, the secular approximation is valid only for the lower vibrational levels, and 
fails for the higher, where the distance between the levels becomes smaller due to the effects of anharmonicity. 
The more secular approximation is not applicable to atoms undergo above-barrier motion.   

We have developed the new quantum method [5] to obtaining the stationary distribution of two-level atoms 
in a standing wave of arbitrary intensity, allowing us to take into full account the recoil effect. The method used 
is to decompose the density matrix elements in the Fourier series for the spatial harmonics, which is possible due 
to periodicity of the light field. Thus we obtain a system recursively coupled equations, where each harmonic is 
expressed through the previous one, and starting from free selected one (in our calculations, usually twenty or 
more) all the harmonics are equal to zero. 

Using the developed method kinetics of atoms in light fields of varying intensity was investigated. The new 
and most important result was mode which we called the anomalous localization (Fig. 1). Usually at a low recoil 
and weak field stationary momentum distribution has a typical Gaussian profile and atoms are located in the 
region of minimum optical potential (at the antinodes of the standing wave in the red detuning). This result is 
well known and has been studied previously (see monograph [2,6] and references) However, in strong standing 
wave (Rabi frequency greater than the constant spontaneous relaxation) was detected a anomalous behavior of 
atoms, namely, the concentration at the peaks of the optical potential. 

The research results have shown that such localization is always accompanied by a significant double-
humped distribution of atoms in the momentum space (Fig. 1b). Also appearance of effect is required optical 
potential, we proposed following mechanism of anomalous localization: If in the case two-humped distribution 
the most probable kinetic energy of the atoms is greater than potential depth, atoms are concentrated in the peaks 
of the optical potential, but if the energy is less than depth of potential, localization will occur in the classical 
turning points. A bit later it has been successfully validated. 
 

 
 
 
 
 
 
 (b) 



 
 

   
 
 
 
 
      

 
Fig.1. a) Anomalous localizationof the atoms at the maximum of optical potential; b) stationary momentum distribution of the atoms in a 

strong field. 
 

The next step in study of atomic kinetic was to examine the stationary distribution destruction with 
decreasing detuning. For small detunings of the momentum distribution (Fig. 2a) loses its Gaussian shape, wing 
area is increased, and, finally, at the approach to the turn of  1/ 200 appear the non-physical narrow 
unstable structure (small peak around zero) . Total exact quantum calculation confirmed statements quasiclassics 
and responded about how far you can reduce the detuning. 

Further, it was decided to carry out a detailed comparison of the results of our method with the results of 
other authors [7,8], then should be noted that momentum distributios were compared because methods used by 
the authors do not allow us to study the spatial distribution of the atoms. In general, was obtained qualitative 
agreement forms, including narrow structures of order of k , for an example (Fig. 2b) the momentum 
distribution in a weak field ( 0.5 , 0.1) and for different parameters of recoil. In three cases, there was 
disagreement related to unphysical solutions obtained (negative probability, infinite space distribution) but to 
give a definitive answer to the question of whether statinary sollution don't have there is still impossible. It is 
hoped to believe that in this case increasing points density will give an answer to this question. In fact, the main 
problem we face is the limited processing capacity of used computers but not fundamental limitations of the 
method. 

 

              
Fig.2. a) Momentum distribution of the atoms at low recoil; b) Quantum regime. Narrow structures of order of  single photon recoil  
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Abstract: Nonlinear shift of clock levels disappears in a repulsive lattice. Uncertainties caused by
multipole and hyperpolarizability contributions into linear shift of clock frequency are determined
numerically for Sr lattice with a blue magic wavelength λmag = 389.889 nm.

Spatial distributions of electric dipole V̂E1 = E0(r·e), magnetic dipole V̂M1 = E0/(2c) ([n × e] · (L + 2S))
and electric qudrupole V̂E2 = E0ω/(

√
6c)r2 ({n ⊗ e}2 · C2(θ, φ)) interactions between atom and lattice

field E(R, t) = 2E0e cos(k · R) cos(ωt), produced by a laser wave of the amplitude E0, polarization
vector e and the wave vector k = nω/c (the valence-electron position vector and its spherical coordinates
r = {r, θ, φ} originate in the atomic nucleus), may be presented as follows

V̂ (X, t) = V̂E1 sin(kX) cos(ωt) +
(
V̂M1 + V̂E2

)
cos(kX) sin(ωt), (1)

where X is the coordinate of the position vector R of atomic nucleus along the lattice axis with respect to
the standing-wave node, k = 2π/λL is the wavenumber of the lattice radiation with the wavelength λL.
The corresponding spatial distribution of ac shifts of clock levels in the lattice, up to the terms quadratic
in the laser intensity may be written as [1, 2]

UL
g(e)(X, IL) = −

[
αE1

g(e) sin2(kX) + αqm
g(e) cos2(kX)

]
IL − βg(e)I

2
L sin4(kX), (2)

where αE1
g(e) and βg(e) are the electric dipole dynamic polarizability and hyperpolarizability of the ground-

state (excited) atom at the lattice-wave frequency, αqm
g(e) = αE2

g(e) + αM1
g(e) is the sum of electric quadrupole

(E2) and magnetic dipole (M1) dynamic polarizabilities, the absolute values of which are usually smaller
than |αE1

g(e)| by nearly 7 orders of magnitude [2].
In contrast with the red-detuned attractive lattice with a positive dipole polarizability, the dipole

terms (both polarizability αE1
g(e) and hyperpolarizability βg(e)) of the blue-detuned lattice potential (2)

with a negative polarizability αE1
g(e) < 0 disappear in its minimum, where the trapped atom mostly locates.

Resolving the sine and cosine functions in power series of argument and confining ourselves to the lowest-
order anharmonic terms (∝ X4), we get the Stark potential for an atom in a lattice with a blue-shifted
wavelength in the form

UL
g(e)(X, IL) = −αqm

g(e)IL − αdqm
g(e) IL(kX)2 +

[
1
3
αdqm

g(e) IL − βg(e)I
2
L

]
(kX)4. (3)

This equation brings to evidence that the quadratic in IL term with hyperpolarizability does not af-
fect neither position-independent term, nor the harmonic term of the lattice potential (3) and appears
first in the anharmonic part, the magnitude of which for sufficiently deep potential well is significantly
suppressed in comparison with the harmonic part in the region where trapped atom locates. Therefore,
the eigenfrequency of atomic vibrational motion Ωg(e) = Ω(0)

g(e)

√
IL in the potential well (3) depends on

only the difference between the dipole and multipole polarizabilities αdqm
g(e) = αE1

g(e) − αqm
g(e), without any

contribution from nonlinear hyperpolarizability-dependent effects: Ω(0)
g(e) =

√
−2αdqm

g(e) k
2/M, where M is

the mass of trapped atom.
Thus, the lattice-induced clock-frequency shift is caused by the difference between vibration-state ener-

gies of excited and ground-state atom, which may be presented as a mean value Eg(e) = 〈ng(e)|Ĥg(e)|ng(e)〉



(or an eigenvalue) of the Hamiltonian Ĥg(e) = P̂ 2/(2M) + UL
g(e)(X, IL), for an atom with momentum

P̂ , oscillating in the potential well (3) in its eigenstate with a fixed quantum number |ng(e)〉. So, the
lattice-induced shift of the clock frequency Δνcl(IL, n) = νcl(IL, n) − ν

(0)
cl may be resolved in powers of

the laser beam intensity, as follows

Δνcl(IL, n) = Ee − Eg = b1/2(n)I1/2
L + b1(n)IL, (4)

where ν
(0)
cl = Ee −Eg is the standard clock frequency, defined as a difference between energies of excited

and ground states in a free atom at rest. The square root of intensity comes from the IL-dependence of
the oscillator eigenfrequencies. The n-dependence of the coefficient b1/2 comes from the harmonic parts
and that of b1 appears from anharmonic parts of the potentials (3). It is also noticeable that the dipole
polarizability αE1

g(e) appears here in the difference αdqm
g(e) of the under-root expression for Ω(0)

g(e) and does not
contribute to the linear in IL term. Therefore, the square-root term in the shift (4) dominates, and the
magic-wavelength condition for an atom in the blue-detuned lattice should be based on elimination of the
square-root dependence of the clock-frequency shift on the laser intensity. Nevertheless, the definitions
of the magic wavelength based on elimination of the linear dependence of the clock-frequency shift in the
field of a travelling wave [3] is also valid since the difference between the values of the magic wavelengths
determined in the two methods is on the order of the ratio

[|αqm
g | + |αqm

e |] /|αE1
g(e)| ≈ 10−7.

An important feature of the mean value of the anharmonic potential consists in its inverse propor-
tionality to the intensity. Therefore, the quadratic in IL anharmonic term turns after averaging into
linear one and the linear in IL term turns into a constant value, independent of the laser intensity IL and
the clock-level polarizabilities. In the Lamb-Dicke regime for vibrational motion in a magic-wavelength
potential, the oscillator quantum numbers for excited and ground-state atom coincide, ne = ng ≡ n.
So, the IL-independent term in the difference of energies (4) cancels out, whereas the hyperpolarizability
appears in the coefficient b1:

b1/2(n) =
[
Ω(0)

e − Ω(0)
g

](
n +

1
2

)
; b1(n) = − [

αqm
e − αqm

g

]
+

3k2

4M

[
βe

αdqm
e

− βg

αdqm
g

](
n2+ n+

1
2

)
. (5)

Tuning the lattice laser to the magic wavelength so as to eliminate the square root term in the shift
(4) means holding the condition αdqm

g = αdqm
e . It differs by only subtraction of 2αqm

g from the left-hand
side and 2αqm

e from the right-hand side of the condition αΣ
g = αΣ

e ≡ αmag, which holds in definition of
the magic wavelength in a travelling wave [3] (αΣ

g(e) = αE1
g(e) + αqm

g(e)). In this case, however, the difference

between eigenfrequencies in b1/2 amounts to only a small part of Ω(0)
mag =

√−2αmagk2/M:

Ω(0)
e − Ω(0)

g = −Ω(0)
mag

αqm
e − αqm

g

αmag
. (6)

Numerical calculations for Sr blue-detuned magic wavelength λmag = 389.889 nm give

αmag = −92.68 kHz/(kW/cm2), αqm
e − αqm

g = −13.62mHz/(kW/cm2),

Ω(0)
mag = 74.36kHz/

√
kW/cm2, βe − βg = 1.147/, mHz/(kW/cm2)2.

This data demonstrates, that for the laser intensity IL = 10 kW/cm2, the Sr atoms cooled to 1 μK energy
may be trapped into the lowest, n = 0, vibrational states inside the wells of the magic-wavelength lattice.
The uncompensated multipole and hyperpolarizability effects induce the sum of square-root and linear
in IL clock-frequency shifts (4 of about 100 mHz. The control of uncertainties for these shifts at the level
of 0.5% ensures corresponding control of the fractional uncertainties of the clock frequency at the level
of 10−18.

[1] A.V. Taichenachev et al, ”Frequency Shifts in an Optical Lattice Clock Due to Magnetic-Dipole and Electric-
Quadrupole Transitions” Phys. Rev. Lett. 101, 193601 (2008).

[2] H. Katori et al, ”Magic Wavelength to Make Optical Lattice Clocks Insensitive to Atomic Motion”, Phys.
Rev. Lett. 103, 153004 (2009).

[3] M. Takamoto et al, ”Prospects for optical clocks with a blue-detuned lattice”, Phys. Rev. Lett. 102, 063002

(2009).
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Abstract: We performed a sensitive measurements of static polarizability of the 5D5/2 and 5D3/2 

fine  structure levels in laser-cooled Rb-87 atoms placed in static electric field o f a few kV/cm. 5D 
level was excited either by cascade excitation from the ground state or by Stimulated Raman 
Adiabatic Passage. Preliminary results are discussed. 

 
Accurate theoretical pred iction of scalar polarizabilit ies of atomic levels is of vital importance in the field of u ltra-
stable atomic clocks, where the Stark shift (static and dynamic, including blackbody radiation) is one of the strong 
limit ing factors. There are numerous accurate measurements of the ground state polarizability in Cs, Rb, Sr, etc., 
which allow for accurate tests of theoretical models. Theory for highly excited states (Rydberd states) is also well 
elaborated. Still there are certain theoretical difficulties in calculating of scalar and tensor polarizabilit ies of 
intermediate excited states in alkali atoms. Different theoretical approaches give predictions which significantly 
deviate from each other. For example, theoretical p redictions for the 5D state polarizability in Rb d iffer up to 20% 
[1-3].  An accurate measurement of the static Stark effect of 5D level in Rb will give an important input allowing to 
validate the accuracy of theoretical approximat ions. To our knowledge, such measurements have not been performed 
up to date.    

 

 
Figure 1. Experimental data (dotes) and its parabola fits (curves) for line shift  vs. applied electric field for light polarizations along (solid) and 

orthogonal (dashed) in respect to the field axis.  



 
 

In our spectroscopic experiment the polarizabit iliy of 5D5/2 and 5D3/2 sublevels is determined from the 
frequency shift of corresponding 5P3/2 d. We address 

Stimulated Raman Adiabatic Passage with the reverse pulse sequence [5]. Experiments are performed on the laser 
cooled atomic cloud containing up to 106  atoms at the temperature of ~100 K. Atoms are trapped in the magneto-
optical trap (MOT) placed between two parallel highly-transparent metal meshes which form a plane capacitor.  
Stark shift measurement is performed in the pulsed regime with MOT beams switched off to prevent shifts from 
strong cooling beams. The population of the 5D level is detected by a photomult iplier tube counting 420 nm photons 
resulting from 5D level decay. Lines recorded at different electric field strengths are fitted by the same fit model.  

The dependency of the line shift vs. applied electrical field is shown in Fig.1. Typical statistical 
measurement uncertainty of the 5D level scalar polarizab ility is at sub-percent level which should be enough to 
distinguish between different theoretical models. Varying polarization of the 5P
field axis we can address different magnetic sublevels and thus observe the influence of tensor polarizab ility (Fig.1). 
Different dependencies on laser polarization were also observed for 5D5/2 and 5D3/2 levels. At a moment we are 
studying contribution of systematic effects: magnetic field, line shape, field homogeneity, etc.  
 
References 
[1] M. S. Safronova, C. J. Williams, and C. W. Clark, Phys. Rev. A 69, 022509 (2004). 
[2] A. A. Kamenski and V. D. Ovsiannikov, J. Phys. B: At. Mol. Opt. Phys. 39, 2247 (2006). 
[3] J. of Russian Las. Res. 31, 294 (2010). 
[4] A.V. Akimov et al.,  Quant. Electron. 40, 139 (2010). 
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 Bernstein’s  paradox in multiqubit states 
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Abstract: An implementation of an analog of classical Bernstein’s paradox on discrete quantum variables is 
discussed. In the case of three variables, this paradox consists in that the pair independence of events does not imply 
their mutual independence. 

   Entangled quantum states play an extremely important role in understanding quantum mechanics and in many 

applications: quantum information, quantum computations  and quantum imaging. The clearest demonstration of the 

nonclassical character of correlations in entangled states is the violation of the relations of the classical model 

approach. These are the EPR paradox, Bell’s inequality, the Greenberger–Horne–Zeilinger (GHZ) paradox, 

multiphoton interference, etc. [1- 4].  

In this paper, we draw attention to the possibility of implementing in  multiqubit states counterpart  of the classic 

Bernstein's paradox from probability  theory. In the case of three variables, for example, , , ,A B C it consists in that 

the pair statistical   independence of events ( B doesn't depend on A , C  on B  and A on C ) does not imply their  

statistical independence in aggregate that is ABC  is statistically connected. We have examined GHZ and W states 

and Dicke and cluster ones too. It is established in   [5] that quantum paradoxes  are related to interference terms of 

the normally ordered characteristic function (NOCF) of Bose operators. 

In order to observe the quantum Bernstein   paradox the interference terms of the NOCF should transform into photon 

number correlation by means of polarization beam splitters (PBSs) on which   orthogonally polarized photons come. 

After the PBSs, photons are detected by photon counters. In the case of four-qubit GHZ state after four  PBSs  the 

interference terms take the form  (index j denotes the number of channel) . Value 

 corresponds to symmetric  PBSs  and to certain photon delays. Value     

1 2 3 4
ˆ ˆ ˆ ˆ 1GHZ N N N N

1GHZ 1 or    is shown  to match  

the operator depending on that what counter registers a photon. Consequently, only eight of 16 possible 

outcomes are realized. The value “+1” and “–1” in each channel has  probability 1/2 , while the pair of “+1” or “–1” in 

any two channels equals 1/4. The probability of three simultaneous “+1” is 1/8. However, the probabilities of four 

simultaneous “+1” is 1/8 too. Thus we have a paradoxical situation when the statistical independence in all possible 

triple correlations leads to the statistical dependence in fourth-order correlations. 

1

ˆ
jN
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Abstract: Quantum theory of laser generation , nondegenerate parametric down-conversion and up- conversion 

occurring simultaneously in  active nonlinear crystals with aperiodic  domain structure is presented. Entanglement of 

the quadrature Fourier components  of generated frequencies is studied.

As is known, multi-mode entangled quantum states broaden the ability of using quantum light fields in quantum 

communication and quantum computing.  In   the paper   we present the results of quantum theory of coupled five-

frequency interactions in active aperiodic poled nonlinear crystals (AAPNCs). The interaction under study includes 

process of laser generation,  nondegenerate  parametric down-conversion followed by two up-conversions occurring 

simultaneously in a single AAPNC under quasiphase matching conditions.  Describing the processes is based on the 

Heisenberg-Langevin equations. Steady state regime of generation  is considered and the thresholds of laser 

generation and parametric down-conversion are determined. The spectral density of fluctuations of the quadrature 

components at frequencies both below and above the laser frequency, as well as their mutual spectral density is 

studied. The analysis in terms of the formation of EPR pairs (correlation of the Einstein-Podolsky-Rosen) between the 

Fourier components at   different carrier frequencies is carried out too.
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Abstract: Two definitions of microlaser threshold on the basis of  P- and Q-distribution 
functions are presented. The conditions of nonthreshold generation of a one-cubit laser are 
obtained. The influence of  the dephasing on P-distribution is considered. 

1. Introduction 

The definition of the threshold of a single-atom laser was the question of the great discussion during a long 
period of time. For the macroscopic laser the threshold is determined as the breakpoint in the dependency of 
mean photon number in the cavity or intensity of the intracavity field versus the intensity of the incoherent 
pump. So simple definition is absent in the microlaser case because in this situation the most of the spontaneous 
emission is realized into the single cavity field mode. With the suppression of the spontaneous emission into 
noncavity field modes threshold must be very low [1]. According to the rate laser equations for the ideal cavity 
QED laser the mean intracavity field number is linearly increased with the increasing of the intensity of the 
incoherent pump. In this case both the threshold and the breakpoint are disappeared in the dependency of the 
intracavity field intensity on the external field [2]. 
 On the other hand in the work [3] authors confirm that any microlaser has the threshold, moreover this 
threshold can be achieved in the absence of the population inversion. Microlaser is described on the basis of the 
quantum Langevin equations for the semiconductor laser. The threshold is defined as the equality of the mean 
intracavity photon number to the unity. The existence of the threshold is based on the presence of the transition 
from the linear amplification regime to the nonlinear generation regime. In our previous work [4] we proposed 
to determine two thresholds for the one-atom laser on the basis of P-function quasiprobability and Q-distribution 
function (see Fig.1). The first one is connected with the generation of the light with nonzero amplitude and the 
second one is coincide with the previous definition 1n . Between the first and the second thresholds a 
single-atom laser can generate nonclassical light. Above the second threshold laser can generate radiation in the 
state close to the coherent state [5]. Also the lasing without threshold is investigated [4]. This type of lasing  is 
considered in experimental work [6]. In this work we investigate the properties of radiation of single-qubit laser 
using the same definitions of the threshold as for single-atom laser. 

2. Model of single-qubit laser 

In this section we present the description of the single-qubit laser. It consists of a Josephson-junction charge 
quibit embedded in a superconducting resonator. A strong coupling between superconducting quibit (artificial 
atom) and electric resonator was implemented in the experiments [7,8]. Such system has a number of 
advantages over single-atom lasers and masers: artificial atom is fixed in the resonator and strongly and 
controllably coupling to the resonator modes due to the large dipole moment.  Laser action of  single-qubit laser 
is demonstrated in work [9]. In this work qubit is well described by two charge states 0  and 2  differing by 
one Cooper pair characterized by Josephson energy JE  and single-electron charging energy CE . The mode of 
superconducting coplanar waveguide resonator is described by the harmonic oscillator with frequency R . The 
coupling between Cooper pair and harmonic oscillator is described by Jaynes-Cummings Hamiltonian: 

1 ( )
2JC Q z RH a a g a a ,    (1) 

where qubit’s level spacing is 2 2
Q C JE E , g  is the qubit-resonator coupling strength. 

 The interaction with environment in single-qubit laser is accounted as a dissipation of the cavity and a 
dissipation of the qubit. The driving of the qubit is described by the incoherent pump. The reduced quibit-
resonator density matrix  obeys the master equation in the Lindblad form: 

[ , ]JC Q R
i H L L .        (2) 



In Eq. (2) Liouvillian QL  describes dephasing with rate *  , relaxation of  qubit with rate 21 and excitation of 
qubit with rate 12 :

*
21 12( ) ([ , ] [ , ]) ([ , ] [ , ])

2 2 2Q z zL .            (3) 

Liouvillian RL  describes relaxation and excitation of resonator field mode with damping rate k :

( 1)([ , ] [ , ]) ([ , ] [ , ])R th thL k n a a a a kn a a a a ,    (4) 

where thn  is the thermal photon number. 

3.  Results 

On the basis of the analytical solution for the P-function of  single –qubit laser in the strong coupling regime the 
condition for single-qubit laser generation is obtained: 

4 ( 1) 0G a ,       (5)  

where 2 122
2

a
k

 is the normalized intensity of incoherent pump, 21 1
4 2k

 is normalized decay rate of the 

excited state. When parameter [0,1]  one-qubit laser can generate radiation at any excitation rate and 
consequently demonstrates the thresholdless behavior (see Fig.2).   

                                                                                                                  

4. Conclusions 

It is found that one-cubit laser can generate radiation without threshold approximately under the same conditions 
as single-atom laser (5). In this case dephasing rate does not strongly influence on the shape of P-function and 
on the threshold conditions for single-cubit laser. 
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