# ACCL Lecture 1: <br> Classical Propositional Logic: main notions and results \& more 

Evgeny Zolin

Department of Mathematical Logic and Theory of Algorithms
Faculty of Mechanics and Mathematics
Moscow State University

## Advanced Course in Classical Logic 24.02.2021

## Advanced Course in Classical Logic

The Course consists of two parts:

## Advanced Course in Classical Logic

The Course consists of two parts:
(1) Classical Propositional Logic

## Advanced Course in Classical Logic

The Course consists of two parts:
(1) Classical Propositional Logic
(2) Classical Predicate Logic

## Advanced Course in Classical Logic

The Course consists of two parts:
(1) Classical Propositional Logic
(2) Classical Predicate Logic

It contains topics that are usually not in the standard courses on Mathematical Logic.

## Advanced Course in Classical Logic

The Course consists of two parts:
(1) Classical Propositional Logic
(2) Classical Predicate Logic
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This lecture is on Classical propositional logic:

- syntax, semantics,
- axiomatization, completeness,
- compactness,
- decidability,
- interpolation,
- peculiar properties.
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A system $\Sigma$ of Boolean functions is functionally complete $\Leftrightarrow \Sigma \nsubseteq$ classes:
(1) $T_{0}$ (false-preserving): functions $f$ such that $f(0, \ldots, 0)=0$,
(2) $T_{1}$ (truth-preserving): functions $f$ such that $f(1, \ldots, 1)=1$,
(3) $L$ (linear): functions $f$ whose polynomial over $\{1, \&, \oplus\}$ is linear,
(4) $M$ (monotone): functions $f$ : if $x_{i} \leqslant y_{i}$ for all $i$, then $f(\vec{x}) \leqslant f(\vec{y})$,
(5) $S$ (self-dual): functions $f$ such that $f\left(\neg x_{1}, \ldots, \neg x_{n}\right)=\neg f(\vec{x})$.

## Valid and Satisfiable formulas / sets

## Definition

A formula $A$ is called valid if $\forall v v(A)=1$.

## Valid and Satisfiable formulas / sets

## Definition

A formula $A$ is called valid if $\forall v v(A)=1$. Another name: tautology.

## Valid and Satisfiable formulas / sets

## Definition

A formula $A$ is called valid if $\forall v v(A)=1$. Another name: tautology. A formula $A$ is called satisfiable if $\exists v v(A)=1$.

## Valid and Satisfiable formulas / sets

## Definition

A formula $A$ is called valid if $\forall v v(A)=1$. Another name: tautology. A formula $A$ is called satisfiable if $\exists v v(A)=1$.

Fact. $A$ is a tautology $\Longleftrightarrow \neg A$ is not satisfiable.

## Valid and Satisfiable formulas / sets

## Definition

A formula $A$ is called valid if $\forall v v(A)=1$. Another name: tautology. A formula $A$ is called satisfiable if $\exists v v(A)=1$.

Fact. $A$ is a tautology $\Longleftrightarrow \neg A$ is not satisfiable.
Let $\Gamma \subseteq \mathrm{Fm}$.

## Valid and Satisfiable formulas / sets

## Definition

A formula $A$ is called valid if $\forall v v(A)=1$. Another name: tautology. A formula $A$ is called satisfiable if $\exists v v(A)=1$.

Fact. $A$ is a tautology $\Longleftrightarrow \neg A$ is not satisfiable.
Let $\Gamma \subseteq$ Fm. We write $v \models \Gamma$ if, for every formula $A \in \Gamma$, we have $v \models A$.

## Valid and Satisfiable formulas / sets

## Definition

A formula $A$ is called valid if $\forall v v(A)=1$. Another name: tautology. A formula $A$ is called satisfiable if $\exists v v(A)=1$.

Fact. $A$ is a tautology $\Longleftrightarrow \neg A$ is not satisfiable.
Let $\Gamma \subseteq$ Fm. We write $v \models \Gamma$ if, for every formula $A \in \Gamma$, we have $v \models A$. In this case we say that $\Gamma$ is true under the valuation $v$.

## Valid and Satisfiable formulas / sets

## Definition

A formula $A$ is called valid if $\forall v v(A)=1$. Another name: tautology. A formula $A$ is called satisfiable if $\exists v v(A)=1$.

Fact. $A$ is a tautology $\Longleftrightarrow \neg A$ is not satisfiable.
Let $\Gamma \subseteq$ Fm. We write $v \models \Gamma$ if, for every formula $A \in \Gamma$, we have $v \models A$. In this case we say that $\Gamma$ is true under the valuation $v$.

## Definition

A set $\Gamma$ is satisfiable if $\exists v: v \models \Gamma$.

## Valid and Satisfiable formulas / sets

## Definition

A formula $A$ is called valid if $\forall v v(A)=1$. Another name: tautology. A formula $A$ is called satisfiable if $\exists v v(A)=1$.

Fact. $A$ is a tautology $\Longleftrightarrow \neg A$ is not satisfiable.
Let $\Gamma \subseteq$ Fm. We write $v \models \Gamma$ if, for every formula $A \in \Gamma$, we have $v \models A$. In this case we say that $\Gamma$ is true under the valuation $v$.

## Definition

A set $\Gamma$ is satisfiable if $\exists v: v \models \Gamma$.
A set $\Gamma$ implies (or entails) a formula $A$, in symbols: $\Gamma \models A$, if for every valuation $v$ such that $v \models \Gamma$, we have $v \vDash A$.

## Valid and Satisfiable formulas / sets

## Definition

A formula $A$ is called valid if $\forall v v(A)=1$. Another name: tautology.
A formula $A$ is called satisfiable if $\exists v v(A)=1$.
Fact. $A$ is a tautology $\Longleftrightarrow \neg A$ is not satisfiable.
Let $\Gamma \subseteq$ Fm. We write $v \models \Gamma$ if, for every formula $A \in \Gamma$, we have $v \models A$. In this case we say that $\Gamma$ is true under the valuation $v$.

## Definition
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(2) $[A \rightarrow(B \rightarrow C)] \rightarrow[(A \rightarrow B) \rightarrow(A \rightarrow C)]$,
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(1) $A \rightarrow(\neg A \rightarrow B)$
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(10) $\mathrm{T}, \quad \perp \rightarrow A$.

Rule of inference: modus ponens (MP) $\frac{A \quad A \rightarrow B}{B}$.
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## Example of a derivation

Here we derive the formula $(A \wedge B) \rightarrow(A \vee B)$.
(1) $A \wedge B \rightarrow A$
axiom
(2) $A \rightarrow A \vee B$ axiom
(3) $[A \rightarrow A \vee B] \rightarrow[(A \wedge B) \rightarrow(A \rightarrow A \vee B)]$ axiom
(9) $(A \wedge B) \rightarrow(A \rightarrow A \vee B)$ rule MP
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## Corollary

CPC is decidable.
This means: there is an algorithm that takes any formula $A$ and returns
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\begin{cases}\text { Yes, } & \text { if } A \text { is provable in CPC, } \\ \text { No, } & \text { otherwise. }\end{cases}
$$
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## Theorem (Craig interpolation theorem)

If $\vdash A \rightarrow C$ then there exists a formula $B$ (called an interpolant) such that
(1) $\vdash A \rightarrow B$ and $\vdash B \rightarrow C$,
(2) $\operatorname{Var}(B) \subseteq \operatorname{Var}(A) \cap \operatorname{Var}(C)$.
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So, $A \rightarrow B$ is a tautology. Why is $B(\vec{q}) \rightarrow C(\vec{q}, s)$ a tautology?

- for $s:=\perp$ we obtain a tautology $[C(\vec{q}, \perp) \wedge C(\vec{q}, \top)] \rightarrow C(\vec{q}, \perp)$.
- for $s:=\top$ we obtain a tautology (similarly). In general, if $\vec{s}=\left(s_{1}, \ldots, s_{m}\right)$, then $B(\vec{q}):=\bigwedge_{\vec{a} \in\{\perp, T\}^{m}} C(\vec{q}, \vec{a})$.
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## Stronger interpolation theorems

| Craig interpolation | $\longleftarrow$ | Lyndon interpolation <br> $\uparrow$ |
| :---: | :---: | :---: |
| Uniform Craig interpolation | $\longleftarrow$ | Uniform Lyndon interpolation |
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$$
(\stackrel{+}{p} \rightarrow(\stackrel{+}{q} \rightarrow \bar{p})) \rightarrow \stackrel{+}{s}
$$

## Lyndon interpolation

Theorem (Lyndon interpolation theorem)
If $\vdash A \rightarrow C$ then there exists a formula $B$ (called an interpolant) such that

$$
\text { (1) } \vdash A \rightarrow B \text { and } \vdash B \rightarrow C \text {, }
$$

## Lyndon interpolation

Theorem (Lyndon interpolation theorem)
If $\vdash A \rightarrow C$ then there exists a formula $B$ (called an interpolant) such that

$$
\begin{gathered}
\text { (1) } \vdash A \rightarrow B \text { and } \vdash B \rightarrow C, \\
\left(2^{+}\right) \operatorname{Var}^{+}(B) \subseteq \operatorname{Var}^{+}(A) \cap \operatorname{Var}^{+}(C),
\end{gathered}
$$

## Lyndon interpolation

Theorem (Lyndon interpolation theorem)
If $\vdash A \rightarrow C$ then there exists a formula $B$ (called an interpolant) such that

$$
\begin{gathered}
\text { (1) } \vdash A \rightarrow B \text { and } \vdash B \rightarrow C, \\
\left(2^{+}\right) \operatorname{Var}^{+}(B) \subseteq \operatorname{Var}^{+}(A) \cap \operatorname{Var}^{+}(C), \\
\left(2^{-}\right) \operatorname{Var}^{-}(B) \subseteq \operatorname{Var}^{-}(A) \cap \operatorname{Var}^{-}(C) .
\end{gathered}
$$

## Lyndon interpolation

Theorem (Lyndon interpolation theorem)
If $\vdash A \rightarrow C$ then there exists a formula $B$ (called an interpolant) such that

$$
\begin{gathered}
\text { (1) } \vdash A \rightarrow B \text { and } \vdash B \rightarrow C, \\
\left(2^{+}\right) \operatorname{Var}^{+}(B) \subseteq \operatorname{Var}^{+}(A) \cap \operatorname{Var}^{+}(C), \\
\left(2^{-}\right) \operatorname{Var}^{-}(B) \subseteq \operatorname{Var}^{-}(A) \cap \operatorname{Var}^{-}(C) .
\end{gathered}
$$

The proof is more subtle.
To prove it, one can use the sequent calculus.
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## Proof.

Take the conjunction of all formulas with variables $\vec{q}$ that follow from $A$ :

$$
B(\vec{q}):=\bigwedge\{D(\vec{q}) \mid A \rightarrow D \text { is a tautology }\} .
$$

There are infinitely many such formulas $D$ !
But only $\leqslant 2^{2^{n}}$ pairwise non-equivalent formulas, where $\vec{q}=\left(q_{1}, \ldots, q_{n}\right)$.
Please give the remainder of the proof.

## Axiomatization

Classical propositional calculus:
Axioms (more exactly: axiom schemata):
(1) $A \rightarrow(B \rightarrow A)$,
(2) $[A \rightarrow(B \rightarrow C)] \rightarrow[(A \rightarrow B) \rightarrow(A \rightarrow C)]$,

- $(A \wedge B) \rightarrow A, \quad(A \wedge B) \rightarrow B$,
- $A \rightarrow(B \rightarrow(A \wedge B))$,
- $A \rightarrow(A \vee B), \quad B \rightarrow(A \vee B)$,
- $(A \rightarrow C) \rightarrow[(B \rightarrow C) \rightarrow(A \vee B) \rightarrow C]$,
- $(A \rightarrow B) \rightarrow[(A \rightarrow \neg B) \rightarrow \neg A]$,
(3) $A \vee \neg A$ (alternative: $\neg \neg A \rightarrow A$ )
- T. $\quad \perp \rightarrow A$.

Rule of inference: modus ponens (MP) $\frac{A \quad A \rightarrow B}{B}$.
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- What are the axioms for all tautologies over $\{\rightarrow\}$ ?

Axioms (1) and (2) are not enough!
We also need Peirce's Law: $\quad((A \rightarrow B) \rightarrow A) \rightarrow A$.
Without it we obtain all $\{\rightarrow\}$-theorems of Intuitionistic logic.
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(Łukasiewicz, 1948)
- Meredith (1953) did the same for all Intuitionistic $\{\rightarrow\}$-theorems:

$$
[(A \rightarrow B) \rightarrow C] \rightarrow[D \rightarrow((B \rightarrow(C \rightarrow E)) \rightarrow(B \rightarrow E))]
$$
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- Can we do the same for Sheffer stroke $\mid$ in the Classical logic? Yes: Axiom: $(A \mid(B \mid C)) \mid\{[D \mid(D \mid D)] \mid[(E \mid B) \mid((A \mid E) \mid(A \mid E))]\}$ Rule: $\frac{A A \mid(B \mid C)}{C}$
The same can be done for Peirce's arrow $\downarrow$, too!
- Alfred Tarski gave a sufficient condition under which a calculus can be axiomatized by just one axiom.
- Ted Ulrich - collects shortest single axioms for many logics with only $\{\rightarrow\}$ or $\{\leftrightarrow\}$.
https://web.ics.purdue.edu/~dulrich/Home-page.htm
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- The same question for just one tautology $A$.
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- Can we express every function $f\left(x_{1}, x_{2}, \ldots\right):\{0,1\}^{\omega} \rightarrow\{0,1\}$ ?
- What are the axioms and rules for tautologies?

The end of lecture 1. Thank you!

