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In our example:

$$
X \vee \neg(Y \wedge(X \vee Z)) \quad \rightarrow \quad Z \vee(\neg X \wedge \neg(Y \wedge Z))
$$
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Conclusion: The Classical Propositional Logic axiomatizes not only the laws of $\neg, \wedge, \vee, \rightarrow$, but also the laws of set operations ${ }^{-}, \cap, \cup, \subseteq$.
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The end of lecture 2. Thank you!

