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T. Kawano16, V. Varlamov17, and R. Xu18
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Abstract. Photon strength functions describing the average response of the nucleus to an electromagnetic
probe are key input information in the theoretical modelling of nuclear reactions. Consequently they
are important for a wide range of fields such as nuclear structure, nuclear astrophysics, medical isotope
production, fission and fusion reactor technologies. They are also sources of information for widely used
reaction libraries such as the IAEA Reference Input Parameter Library and evaluated data files such as
EGAF. In the past two decades, the amount of reaction gamma-ray data measured to determine photon
strength functions has grown rapidly. Different experimental techniques have led to discrepant results
and users are faced with the dilemma of which (if any) of the divergent data to adopt. We report on a
coordinated effort to compile and assess the existing experimental data on photon strength functions from
the giant dipole resonance region to energies below the neutron separation energy. The assessment of the
discrepant data at energies around or below the neutron separation energy has been possible only in a
few cases where adequate information on the model-dependent analysis and estimation of uncertainties
was available. In the giant dipole resonance region, we adopt the recommendations of the new IAEA
photonuclear data library. We also present global empirical and semi-microscopic models that describe
the photon strength functions in the entire energy region and reproduce reasonably well most of the
experimental data. The compiled experimental photon strengths and recommended model calculations are
available from the PSF database hosted at the IAEA (www-nds.iaea.org/PSFdatabase).

1 Introduction

Photon strength functions (PSFs) describe the average re-
sponse of the nucleus to an electromagnetic probe. They

a e-mail: vivian@inp.demokritos.gr

are important quantities for the theoretical modelling of
nuclear reactions. The PSF describing both the photoex-
citation and deexcitation of the atomic nucleus by γ-ray
absorption or emission plays a key role in all kinds of
nuclear reactions where the electromagnetic interaction
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may compete with the strong or weak interactions. As
a consequence, PSFs are also relevant sources of input in-
formation for other databases such as the photonuclear
data library [1], the Reference Input Parameter Library
(RIPL) [2], evaluated data files such as Evaluated Gamma
Activation File (EGAF) [3], Evaluated Nuclear Struc-
ture and Decay File (ENSDF) [4], and transport files in
ENDF-6 format [5], which are supported by the Inter-
national Atomic Energy Agency (IAEA). The concept of
PSF stems from statistical physics and is based on the as-
sumption that at high excitation energies the number of
excited states, hence the nuclear level densities (NLDs),
is high enough, so that the nuclear decay properties can
be treated statistically. In this respect, the PSF describes
the average probability to absorb or emit a γ-ray of a
given energy Eγ . Reaction theory relates the PSF to the
photoabsorption cross section that is known to be domi-
nated by the electric dipole (E1) radiation, at least in the
high γ-ray energy region of 10–20MeV characterizing the
well-known Giant Dipole Resonance (GDR) [1,6]. Outside
this energy region, especially below the particle separation
energies, the magnetic dipole (M1) contribution may be-
come significant.

Most of the PSF studies, be it experimental or theoreti-
cal, make the assumption that the average electromagnetic
decay process (i.e. the photo-deexcitation) can be directly
related to the inverse photoexcitation and essentially de-
pends only on the energy of the emitted γ-ray, and not on
the absolute excitation energy of the initial or final states,
or the specific nuclear properties (such as the spin and
parity) of the nuclear states involved. This assumption is
known as the Brink-Axel hypothesis [7,8] that has played
a key role in the description of the photo-deexcitation pro-
cess, especially in reaction theory. While the Brink-Axel
hypothesis is well established in the GDR energy region,
at low energies, in particular below the neutron threshold,
its validity is still open to debate and is under both the-
oretical as well as experimental investigation. For exam-
ple, theoretically studies within the Fermi liquid theory [9]
have found that photo-deexcitation PSF, traditionally de-
noted as

←−
f , is a function of the excitation energy of the

final state, which in turn depends on the excitation energy
of the initial state and the γ-ray energy Eγ . In contrast,
the photo-excitation process, with the PSF denoted as

−→
f ,

only depends on the γ-ray energy. At low excitation ener-
gies, such a temperature effect in the photo-deexcitation
PSF was shown to be rather small [10], so that, in this en-
ergy regime,

←−
f (Eγ) � −→

f (Eγ). Experimentally, the Brink-
Axel hypothesis was investigated and shown to be valid to
a good approximation, for γ-ray transitions between states
in the quasicontinuum region below the particle separa-
tion energy, from a variety of experiments, including those
measuring average intensities of primary transitions from
(n, γ) [11, 12], (p, γ) [13–15], and (γ, γ0) reactions [16],
or using data from two-step γ cascades [17] or charged-
particle-induced reactions [18–20]. However, different ex-
perimental studies exploiting the photon scattering (γ, γ′)
technique have found indications that the Brink-Axel hy-
pothesis is at least partially violated below the neutron

separation energy (see e.g. [21,22]), including novel meth-
ods, using a combination of quasi-monochromatic photon
beams and a γ-γ coincidence setup which allows for the
simultaneous determination of the photo-absorption and
photo-deexcitation PSFs [23].

As already mentioned above, a large number of exper-
iments have been devoted over the past decades to unrav-
eling the electromagnetic response of the atomic nucleus
providing a wealth of information on the total PSFs and
the relative contributions of the various components of
given multipolarities (L) and types (electric or magnetic,
X = E or M). Starting from the early 60s, significant
effort was made to study PSFs using particle reactions
such as (p, γ), (d,p) and other charge-exchange reactions.
A comprehensive review of all this work was published
by Bartholomew et al. [24] which sets the principles of
the method for extracting PSFs from charged-particle-
induced reactions. Reference [24] also describes additional
techniques yielding information on PSFs including (γ, γ′)
and (n, γ) measurements. Significant contribution from
the (n, γ) reaction came from analysis of primary tran-
sitions following the decay of neutron resonances. Infor-
mation on PSFs from these experiments were later de-
tailed in ref. [25]. Subsequently, a series of coordinated
international efforts to develop reliable PSFs for reaction
modelling on the basis of all the available experimental
information at the time, were conducted at the IAEA.
The recommended PSFs (generically denoted as fXL(Eγ))
for both the photoexcitation and photo-deexcitation pro-
cesses were included in RIPL [2] which has been widely
used by the scientific community. In the past two decades,
there has been considerable growth in the amount of re-
action data measured to determine integrated PSFs using
photon, neutron and charged-particle beams, with each
method probing different or overlapping energy ranges and
revealing interesting phenomena such as pygmy resonance
strength, M1 scissors mode, and low-energy strength en-
hancement, often referred to as “upbend”. Quite often the
different experimental techniques used to extract PSFs
lead to discrepant results and users are faced with the
dilemma of trying to decide which (if any) amongst the
divergent data they should adopt. It is therefore impor-
tant that all these experimental data are compiled and
assessed by experts who would then recommend the most
reliable data for use in the various applications.

To address these growing needs in PSFs, the IAEA
held a consultants’ meeting where experts reviewed the ex-
perimental methods and currently available PSF data [26],
and recommended a coordinated effort to compile, as-
sess and make recommendations to the user community.
As a result, the IAEA organised a Coordinated Research
Project (CRP) on “Generating a Reference Database for
Photon Strength Functions” (2016–2019) [27,28]. The ob-
jective of the project was to create a dedicated database
for PSFs at relatively low excitation energies (typically
below 30MeV) which would include all available experi-
mental data, a critical analysis of the discrepant data and
recommendations to user community supported by global
theoretical calculations. Three meetings were held during
the CRP to monitor progress and revise the assignments
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in order to achieve the final objective [29–31]. The scope
of the CRP included the following activities:

– measurements,
– compilation of existing data,
– assessment and recommendation of data,
– global theoretical calculations,
– comparison of models with the bulk of data,
– dissemination through an online data library.

In the present review paper we report on the work that
was performed and the results that were obtained for all
the above items. Specifically, sect. 2 includes a description
of the various experimental methods sensitive to PSFs and
used to extract or test PSFs. Section 3 shows how, for each
of the experimental methods, the PSFs have been assessed
and extracted to be included in the final PSF library. Sta-
tistical and systematic uncertainties are also discussed in
sect. 3 in view of existing discrepancies between different
experimental techniques. Section 4 provides theoretical
recommendations for a detailed and large-scale description
of the dipole E1 and M1 strength functions. Two differ-
ent theoretical approaches are considered, namely the phe-
nomenological Lorentzian-type model and the more fun-
damental semi-microscopic quasi-particle random phase
approximation (QRPA). A detailed comparison between
experiments and theory is presented in sect. 5. Such a
comparison allows us to test systematically the recom-
mended models and validate their predictive power in the
various energy regions of interest in applications, namely
in the zero-energy limit, below the particle separation en-
ergy and in the GDR regime. Finally, in sect. 6, the IAEA
PSF database (URL: www-nds.iaea.org/PSFdatabase),
including both experimental data (sect. 6.1) and theoret-
ical predictions (sect. 6.2), is described and final recom-
mendations are given. Both recommended PSF models are
also compared for exotic neutron-deficient and neutron-
rich nuclei in sect. 6.3. Conclusions are drawn in sect. 7.

2 Experimental methods

Many experimental techniques have been used to obtain
information on PSFs which are included in the database
described in sects. 3 and 6. This section gives a short de-
scription of those experimental methods as well as other
techniques that were used to verify the PSF models (see
sects. 5).

2.1 Nuclear resonance fluorescence

Photon scattering from nuclei, also called nuclear res-
onance fluorescence (NRF), is a suitable tool to study
dipole PSFs below the neutron-separation energy. Nuclear
states are excited from the ground state via absorption of
dipole (L = 1) and, to a lesser extent, quadrupole (L = 2)
photons. NRF experiments aim at the determination of
the photoabsorption cross section σγ on an absolute scale.

The PSF fXL is connected with σγ via the relation

−−→
fXL(Eγ) =

σγ(Jπ
x )

gJ(π�c)2E2L−1
γ

, (1)

with gJ = (2Jx + 1)/(2J0 + 1), where J0 and Jx are the
spins of the ground and the excited states, respectively,
and σγ(Jπ

x ) corresponding to σγ for states with specific
spin and parity Jπ

x . In photon scattering, the energy-
integrated scattering cross section Is =

∫
σγγ dE of an ex-

cited state at an energy Ex can directly be deduced from
the intensity of the respective transition to the ground
state

Is(Ex) = Iγ(Eγ , θ)/ [W (Eγ , θ)Φγ(Ex)Nat] . (2)

Here, Iγ(Eγ , θ) denotes the intensity of a considered
ground-state transition at Eγ , observed at an angle θ rel-
ative to the beam direction. W (Eγ , θ) describes the an-
gular distribution of this transition. The quantity Nat is
the areal density of the atoms in the target and Φγ(Ex)
stands for the photon flux through the target area at the
energy of the considered level.

Spins of excited states can be deduced by comparing
ratios of γ-ray intensities, measured at two angles, with
theoretical predictions. The optimum combination com-
prises angles of 90◦ and 127◦ because the respective ratios
for the spin sequences 0 − 1 − 0 and 0 − 2 − 0 in even-
even nuclei differ most at these angles. The parities of
excited states can be derived from the polarizations of the
ground-state transitions from experiments using polarized
γ-beams or Compton polarimeters.

The integrated scattering cross section is related to the
partial radiative width of the ground-state transition Γ0

according to

Is =
(

π�c

Ex

)2

gJ
Γ 2

0

Γγ
, (3)

where Γγ is the total radiative width of the excited level.
The partial radiative width Γ0 is proportional to the re-
duced transition strength B(XL) of a ground-state tran-
sition. These reduced transition strengths can be deduced
from spectra including well-isolated transitions from low-
lying states and have been the basis for the study of
phenomena appearing up to excitation energies of about
3MeV, such as couplings of quadrupole and octupole
states [32] and the scissors mode [33].

In experiments with high-energy γ beams, the determi-
nation of the absorption cross section σγ and consequently
the PSF is complicated by the following problems. First,
a high-lying excited state can deexcite to low-lying ex-
cited states (inelastic scattering) in addition to the direct
deexcitation to the ground state (elastic scattering). In
the case of inelastic scattering, inelastic and subsequent
cascade transitions appear in the measured spectrum in
addition to ground-state transitions. To deduce the ab-
sorption cross section from the elastic scattering cross
section, which is proportional to the measured intensity,
one needs to know the branching ratio b0 of the ground-
state transition: σγ = σγγ/b0. This branching ratio is also
needed, if one is interested in the partial radiative width
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of a ground-state transition Γ0 to deduce E1 or M1 tran-
sition strengths. The branching ratio appears as the quan-
tity b0 = Γ0/Γγ in eq. (3).

In experiments using quasi-monoenergetic photons,
which have mainly been performed at the High-Intensity
γ-ray Source (HIγS) [34] of the Triangle Universities Nu-
clear Laboratory (TUNL) in Durham, the branching ratios
b0 may be estimated from the intensities of the ground-
state transitions in the excited energy window and the in-
tensities of the transitions depopulating the lowest-lying
states (2+ states in even-even nuclei), which collect the
intensities of most of the inelastic transitions [35, 36]. Al-
ternatively, γ-γ coincidence measurements performed at
HIγS have been used to determine relative branching ra-
tios Γi/Γ0, where i denotes an inelastic transition (see, for
example refs. [37,38]).

In experiments using broad-band bremsstrahlung up
to high energy, such as the ones performed at the
γELBE facility [39] of the Helmholtz-Zentrum Dresden-
Rossendorf (HZDR), a great number of levels is excited in
a wide energy range. The inelastic transitions from high-
lying levels can feed a considered level well below the
end-point energy of the bremsstrahlung, which is a fur-
ther complication. In the case of such a feeding, the mea-
sured intensity of the ground-state transition is greater
than the one resulting from a direct excitation only. As a
consequence, the integrated scattering cross section Is+f

deduced from this intensity contains a portion If originat-
ing from feeding in addition to the true integrated scatter-
ing cross section Is, (eq. (3)). The problem of feeding can
partly be solved by measuring at several bremsstrahlung
end-point energies and considering transitions close to
the respective end-point energies only. An alternative is
the estimate of intensities of inelastic transitions using
codes for the simulation of statistical γ cascades, namely
MCGCS [40] and γDEX [41], which are analogous to the
DICEBOX code [42, 43] used mainly for neutron-capture
reactions.

In experiments that populate states at high excitation
energy and therefore high level density, a number of weak
transitions may not be resolved, but they rather form a
quasicontinuum. To take into account the full intensity of
all transitions in the determination of the cross sections,
various attempts have been made to estimate the intensity
in the quasicontinuum, which has to be separated from
the intensity appearing from atomic scattering processes
in the target. This “atomic background” can for exam-
ple be simulated using codes in GEANT4 [44] and sub-
tracted from the experimental spectrum. The remaining
nuclear spectrum including resolved peaks and quasicon-
tinuum is then used for further analysis. Such analyses are
described for example in refs. [40,41] for experiments with
bremsstrahlung at the γELBE facility and in refs. [35,36]
for experiments with quasi-monoenergetic beams at the
HIγS facility.

2.2 The Oslo method

The Oslo method is a technique which allows for the simul-
taneous extraction of the NLD and PSF from particle-γ

coincidence data and is described in detail in ref. [45]. This
method probes the PSF below the neutron separation en-
ergy.

Until recently, all experiments have been performed
at the Oslo Cyclotron Laboratory (OCL) using proton,
deuteron, 3He or alpha beams on isotopically-enriched
targets and the experimental setup at OCL. There, the
energy of the outgoing charged particles are measured
with the Silicon Ring particle-detector array [18] which
can be placed in forward or backward angles with re-
spect to the beam direction. The emitted γ-rays are mea-
sured with the CACTUS array [46], consisting of 28 colli-
mated 5′′ by 5′′ NaI(Tl) detectors and more recently with
the upgraded OSCAR array consisting of 30 large-volume
(89mm × 203mm) LaBr3:Ce detectors.

The particle-γ coincidence data are sorted into a ma-
trix of initial excitation energy Ei versus γ-ray energy Eγ .
For each excitation energy bin the γ-ray spectra are un-
folded [46] using the response functions of the detectors.
From these unfolded γ-ray spectra, the distribution of pri-
mary γ-rays was obtained for each excitation energy bin
by means of an iterative subtraction technique, known as
the first-generation method [47]. Here, the main assump-
tions are that the Brink hypothesis [7] is valid and that
the γ-decay routes from a given excitation energy are in-
dependent on whether it was populated directly in the
reaction, or through γ-ray decay from above-lying states
(see ref. [48] for a discussion on the uncertainties for the
subtraction technique).

The NLD ρ(Ef ) at the excitation energy Ef = Ei −
Eγ and the total γ-ray transmission coefficient, Tγ(Eγ) =
TM1 + TE1 (assuming dipole transitions dominate), are
related to the primary γ-ray spectrum by

P (Eγ , Ei) ∝ ρ(Ei − Eγ)Tγ(Eγ), (4)

as also illustrated in fig. 1, where the energy distribution
P (Eγ , Ei) of the first-generation γ-transitions is shown.
Since no γ-rays are emitted with energy larger than the
initial excitation energy, the matrix appears as a triangle.
The P (Eγ , Ei) landscape is assumed to be described by
the product of the level density and the γ transmission
coefficient. Thus, one value for the level density (orange)
is based on the values of the transmission coefficient in a
certain γ-ray energy range. Analogous, one value of the
transmission coefficient (green) is determined by the NLD
in a corresponding excitation-energy range. Tγ(Eγ) and
ρ(Ef ) are extracted with a χ2 fit [45] yielding the unique
solution of the functional shape of ρ(Ef ) and Tγ(Eγ). Fur-
thermore, a normalization to known experimental level
data is performed to establish the correct slope and abso-
lute values of the NLD and total dipole PSF.

The extraction is limited to the Eγ and the excitation
energy region of the primary γ-ray matrix where the de-
cay is assumed to be statistical. The NLD is normalized
by comparing with the known discrete levels at low exci-
tation energy, and then by extrapolation using a constant
temperature (CT) form [49] from the highest excitation
energy deduced from the Oslo method to the neutron sep-
aration energy Sn. The NLD at Sn is determined from the
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Fig. 1. Schematic representation on how NLDs and PSFs
are extracted from the primary γ-ray spectrum. The first-
generation γ-ray distribution (yellow triangle) is given by the
product of the level density ρ(Ei − Eγ) and the γ-ray trans-
mission coefficient Tγ(Eγ). All values of the elements of the
ρ(Ei −Eγ) and Tγ(Eγ) vectors are allowed to vary in order to
give the best fit to the P (Eγ , Ei) landscape.

average neutron resonance spacing D0 and the spin cutoff
parameter σ in a process detailed in ref. [45]. The trans-
mission coefficients are normalized to the average total ra-
diative width 〈Γγ〉 of neutron resonances, as described in
ref. [50], and converted to the total dipole PSF f1, which
includes both the E1 and M1 contributions, by

←−
f1(Eγ) = Tγ(Eγ)/(2πE3

γ). (5)

f1 in eq. (5), is a special case of the more general fXL,
since in this method L = 1 dominance is assumed and
X cannot be distinguished, therefore what is measured
is the sum f1 = fE1 + fM1. In cases where 〈Γγ〉 and/or
D0 are not available, systematics from a suitable mass
region or neighboring nuclei is often used, see for example
refs. [51–53].

Recently, the Oslo method has been further devel-
oped to allow for the study of the NLDs and PSFs in
more neutron-rich nuclei, either via the analysis of exper-
imental data following beta-decay, the so-called beta-Oslo
method [54–56] or using inverse kinematic reactions [57].
It is important to note that both of these newly developed
methods measure particle-γ coincidences and use these co-
incidences to obtain excitation energy Ei versus γ-ray en-
ergy matrices to which the Oslo method is applied.

2.3 Neutron resonance capture data

During the 1960s-1990s the resonance behaviour of neu-
tron interaction with matter was studied in many labo-
ratories worldwide using both, the white neutron spec-
tra and time-of-flight (TOF) techniques, allowing to mea-
sure properties of individual neutron resonances. A sig-
nificant fraction of these studies measured γ-ray spectra
that were primarily used as a spectroscopy tool for deter-
mining properties of neutron resonances as well as levels
at low-excitation energy of the residual nuclides. However,
in some cases, the γ-decay properties of different radiation
types XL were exploited for obtaining information on fXL

in the Eγ range between Sn and Sn − 2 or 3MeV.
The compound nucleus mechanism for neutron capture

is a dominant process up to several MeV of incident neu-
tron energy. Therefore, the statistical model is generally
used to describe γ-ray decay at these energies. An excep-
tion to this can occur in thermal or resonance capture in
certain mass regions, where non-statistical processes may
become important.

The derived fXL(Eγ) data are based on the experi-
mental determination of the partial radiative width Γγf

from measured primary γ-ray intensities. Two types of
experiments are usually considered, i) the capture on iso-
lated resonances using TOF spectrometry, known as the
Discrete Resonance Capture (DRC), and ii) the average
resonance capture (ARC) with filtered neutron beams.
Three filter materials, 10B, 45Sc or 56Fe, have been used for
ARC experiments. The beams are produced by transmis-
sion through filter materials, which yield neutron beams
with bell-shaped energy distributions at mean neutron en-
ergies of about 150 eV, 2 keV and 24 keV, respectively. The
boron-filtered beam primarily removes the thermal com-
ponent, while Sc and Fe yield quasi-monoenergetic beams
of a 1–2 keV width as a result of the presence of a max-
ima in the transmission of neutrons through these ele-
ments/isotopes. Such facilities were built in four labora-
tories in the US, namely Argonne National Laboratory
(ANL), the National Bureau of Standards, the Idaho Nu-
clear Engineering Laboratory INEL and Brookhaven Na-
tional Laboratory (BNL) between 1970 and 1980. Three
other laboratories, IAEP/PPEI Obninsk (Russia), Kiev
(Ukraine) and KFK Karlsruhe (Germany), have also pub-
lished ARC data. The majority of all adopted data origi-
nates from BNL due to its high neutron fluence and effi-
cient processing tools.

Common to all these experiments is the necessity to
average over Porter-Thomas fluctuations [58] which are
expected to govern the distribution of partial radiative
widths. In the DRC experiments the differential data are
numerically averaged over measured isolated resonances
to decrease the influence of these Porter-Thomas fluctu-
ations, while in the ARC experiments the averaging is
inherent in the experiment since what is measured is the
capture on neutron resonances present in the filtered beam
neutron window. The DRC are given in the absolute PSF
scale and can be used for the absolute normalization of
the ARC data (which are in all cases given only in rela-
tive units).
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The individual strength corresponding to primary
transitions from resonances with a given parity to individ-
ual final levels with the same parity connected via transi-
tions of XL type, fXL,f , was determined for a number of
different energies as

fXL,f (Eγ) =
〈Γγf/E

(2L+1)
γ 〉

D
, (6)

where Γγf is a partial radiation width of a transition with
Eγ corresponding to the energy difference between the ini-
tial state and a final level f . The symbol 〈 〉 stands for un-
weighted averaging over included resonances and D is the
s- or p-wave resonance spacing for resonances with given
spin and parity. The spread of individual fXL,f values is
assumed to be primarily but not complete suppression of
the Porter-Thomas fluctuations, or other effects such as
p-wave contributions, and is taken care of in the data pro-
cessing [59–62].

In order to increase the statistical accuracy of DRC
data, the averaged quasi-monoenergetic strength func-
tion was introduced, involving an additional averaging
step, and was implemented in all the previous compila-
tions [63–65]. The average is applied over a selected num-
ber of primary transitions in the narrow energy region,
neglecting the additional energy dependence above the
phase factor of partial widths. For an energy range of
about 1MeV, this is an acceptable assumption. The aver-
age strength function can therefore be expressed as

〈fXL(Eγ)〉 =
〈〈Γγf/E

(2L+1)
γ 〉〉

D
, (7)

where 〈〈Γγf/E
(2L+1)
γ 〉〉 is an unweighted mean over the

used primary transitions and included resonances. Equa-
tion (7) is valid for both DRC and ARC data, though the
averaging over resonances is implicit in the experimen-
tal process in the ARC case but needs to be performed
explicitly in the DRC case. These estimates of 〈f(Eγ)〉
obtained from DRC are then used in the absolute nor-
malization of the ARC data. In order to have such infor-
mation also for nuclides without available DRC measure-
ments, mass-dependent systematics (as power function of
A) have been derived for both E1 and M1 transitions.
The case of the E1 radiation (used for normalization) is
shown in fig. 2. The absolute majority of data lies between
6–7MeV, except for the low-mass and actinide nuclides.
The least-square-fit based on a power dependence on the
mass A leads to the following systematics for the E1 and
M1 PSFs

〈〈fE1〉〉 = 0.004A1.52±0.21 (8)
〈〈fM1〉〉 = 0.012A0.49±0.21, (9)

where the measure of the goodness of the fit can be esti-
mated as χ2 = 0.6 for the E1 and 0.13 for the M1. More
details can be found in refs. [60,61].

2.4 Primaries from thermal neutron capture

Thermal/cold neutron beams are produced by nickel lined
guides that transport the neutrons to low-background
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Fig. 2. Comparison between the DRC quasi-monoenergetic
doubly average strength functions 〈〈fE1〉〉 at 〈Eγ〉 = 6.5 ±
0.5 MeV (squares) with the least-square analysis systematic
(eq. (8)) as a function of the atomic mass A (for details see
ref. [62]). The quoted errors are the statistical error increased
by Γγ and D uncertainty estimates of 10%.

counting stations far from the neutron source. If the guides
are curved, no fast neutrons and γ-rays coming from the
source reach the target area. At the Budapest reactor fa-
cility, where many experiments have been performed, cold
and thermal neutron beams are transported to the Prompt
Gamma-ray Activation Analysis (PGAA) target station
approximately 35m from the reactor wall [66]. A similar
experimental configuration has been constructed at the
Garching FRM-2 reactor [67].

Gamma rays following decay of the thermal neutron
capture are measured with the help of semiconductor de-
tectors and relative γ-ray intensities per neutron cap-
ture can be often deduced from these measurements. At
the Budapest reactor, the relative intensities are obtained
from a comparison to known absolute cross sections of
individual transitions —that are obtained using stoichio-
metric compounds or mixtures containing γ-ray cross sec-
tion standards such as H, N, Cl, S, Na, Ti, or Au [68]—
and from the thermal cross sections for (n, γ) reactions.
The partial γ-ray cross section values have been compiled
in the EGAF library [3,69] for all elements with Z = 1–83,
90, 92 except for He and Pm.

In nuclei with sufficiently high level density, the to-
tal radiative width of individual neutron resonances show
very small fluctuations. Relative γ-ray intensities per neu-
tron capture can thus be converted to partial radiative
widths to individual final levels Γγf via Γγf = Pγ〈Γγ〉.
Partial radiative widths of primary transitions can be used
to obtain information on PSFs similarly as in the DRC ap-
proach. The difference between the DRC data and thermal
neutron capture is that in the latter the averaging can be
done only for different final levels f in a selected range
ΔEγ , but not over different initial resonances. It means
that the individual fXL,f values are obtained only from
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Fig. 3. Schematic representation of the procedure to identify
the primary transitions in the Ratio method. The particle en-
ergies from the ΔE −E particle detectors (left) determine the
excitation energy of the residual nucleus (second panel from
left). Well-known transitions deexciting low-lying levels (third
panel from left) are used for the identification of these levels.
Only coincidence events where the energy of the second de-
tected transition fits the difference between the region “1” and
the energy of a selected low-lying level (right) are considered
in the analysis.

a single value of Γγf and not from averaging indicated by
〈〉 in eq. (7).

Absence of averaging over different resonances leads
to smaller suppression of the Porter-Thomas fluctuations
than in the case of DRC/ARC data. In addition, these
fluctuations prevent observation of primary transitions to
all levels in the range ΔEγ and a correction for unobserved
transitions has to applied. This correction can be done
under the assumption that the observed transitions are
the strongest ones in the ΔEγ energy range and that the
number of final levels f accessible via transitions of XL
type in this range is known. However, as thermal/cold
neutron capture proceeds purely via s-wave neutrons, the
capturing state has a unique parity and the XL types of
primary γ-rays populating final levels of known spin and
parity can be directly inferred.

2.5 Average resonance proton capture

Measurements from (p, γ) reactions to deduce the PSFs
are similar to the ARC method introduced in sect. 2.3
where many different resonances are populated in the cap-
ture reaction. Using high-resolution γ-ray detectors to de-
tect γ-rays deexciting these resonances allows one to iden-
tify the primary transitions connecting to low-lying final
levels. There are also similarities between the extraction
of data from (p, γ) measurements and from those in the
Ratio method shown in fig. 3. However, for (p, γ) reactions
the excitation-energy is determined by the proton beam
energy.

The measurements were typically performed for pro-
ton energies Ep ranging between 1 and 4MeV. The num-
ber of resonances in each measurement is usually deter-
mined by the thickness of the target. Typically, targets
that cause 10–50 keV energy loss of the incoming proton
energies were used. The proton energy loss in the target
also determines the width of the γ line observed in the
detector. The excitation energy resolution limits the ap-
plicability of the method to nuclei for which the spacing

of individual final low-lying levels is at least several tens
of keV. Another factor that needs to be considered is that
with an increasing Coulomb barrier, (p, γ) cross sections
decrease. Hence, the method is suitable for nuclei with
A � 90 for which (p, γ) cross sections can be measured
with good statistics. On the other hand, the need for suf-
ficiently high NLD in the resonance region to suppress
expected Porter-Thomas fluctuations of individual transi-
tion intensities requires that nuclei with masses A � 50
are used. Another factor to consider is that the method
works when the neutron separation energy in the product
nucleus is much higher than the proton separation energy,
i.e. for nuclei such that Qp,n < −Ep, where Ep is the
maximum proton energy.

To suppress the influence of the Porter-Thomas fluc-
tuations, the average intensities of primary γ transitions
to a specified final low-lying level were extracted for pro-
ton energies within (typically) ΔEp = 0.5–1.2MeV wide
interval. Intensities of transitions to the same final level
were summed together for all proton energies in the ΔEp

range and this sum of intensities was attributed to the γ
energy at the middle of the ΔEp range. Using transitions
to levels with the same spin and parity, the relative Eγ

dependence of the PSFs was thus obtained; for details see
refs. [13,15].

Levels of different spins have often been considered.
However, to get the same normalization of data sets for
different spins, a correction is needed for feeding from res-
onances with different spins. These different contributions
were usually calculated within the Hauser-Feshbach for-
malism. Absolute normalization of measured intensities
to the PSF is determined from a comparison of measured
cross sections for the direct population of selected low-
lying states (one or a few) using the Hauser-Feshbach cal-
culations; the γ-ray transmission coefficient Tγ(Eγ) (for a
single γ-ray energy) was the only quantity in the simula-
tion of the cross section which was assumed to be unknown
and its value needed for reproducing the cross section
yielded the absolute PSF [13, 15]. Obtained PSF values
correspond to the total dipole PSF f1.

2.6 The Ratio method

The Ratio method [70] is a model-independent approach
to obtain the energy dependence of the PSF. The method
relies on the detection and extraction of correlated
particle-γ-γ events from reactions for which the excitation
energy of the residual nucleus can be experimentally deter-
mined. Charged particles and their energies are detected
in particle detectors (e.g. silicon particle telescopes [70],
phoswhich detectors [71] or similar) and their kinematics
and knowledge of energy losses allows for the determina-
tion of the excitation energy of the residual nucleus which
is produced in the reaction.

The γ-rays are detected with high-resolution, high-
purity Germanium detectors, possibly in combination
with high-efficiency detectors, such as LaBr3:Ce. Only
events for which the energy sum of the two detected γ-
rays, one of them being the primary transition feeding
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a well resolved low-lying level from Ei and the second
transition originating from a known decay of a low-lying
level, equals to the initial energy Ei within the energy res-
olutions of the detectors are considered in the subsequent
analysis, see schematic sketch in fig. 3. Any particle-γ-γ
event satisfying these conditions provides an unambiguous
determination of the origin and destination of the observed
primary transition, as shown schematically in fig. 3. The
data is extracted on an event-by-event basis and each γ-
ray transition is corrected for their efficiency as well as for
the branching ratio in the case of transitions from discrete
states. The Ratio method can be applied as long as the
primary γ-ray transitions feed discrete states of the same
spin and parity and is independent of model input and
eliminates systematic uncertainties.

The energy dependence of the PSF is obtained from
the ratio R of intensities I(Eγ) for two different primary
γ-ray energies from the same initial excitation energy Ei to
discrete low-lying levels of same spin and parity at energies
Ef1 and Ef2 as

R =
f1(Ei − Ef1)
f1(Ei − Ef2)

=
I(Ei − Ef1)(Ei − Ef1)

3

I(Ei − Ef2)(Ei − Ef2)3
. (10)

Data on primary γ-ray intensities of transitions from
an excitation energy bin to different discrete levels can be
used to obtain the Eγ dependence in a broad energy range
by a χ2 minimization procedure [70–72]. Data correspond-
ing to different spins and parities of final low-lying levels
can be normalized in the same way. The absolute value
of the PSF must be determined independently and an at-
tempt to normalize relative PSF values to that from the
(γ,n) reaction was made in ref. [72].

2.7 Inelastic proton scattering

Inelastic proton scattering experiments, i.e. (p,p′) reac-
tions, with polarized proton beams at energies of 295MeV
have been recently performed at the Research Center for
Nuclear Physics (RCNP) at Osaka University (Japan).
The energy distribution of scattered protons is mea-
sured with the high-resolution GRAND RAIDEN mag-
netic spectrometer at various forward laboratory angles,
typically between 0◦ and 10◦. The measured spectra pro-
vide information on the electromagnetic excitation prob-
ability of a nucleus from the ground state to excitation
energies in the range of approximately 5–20MeV.

The contribution of E1 and M1 transitions to this pro-
cess can be separated by two independent methods, using
i) polarization transfer observables that can be determined
from the measurement of the polarization of scattered neu-
trons using a carbon polarimeter [73], and ii) multipole
decomposition analysis that exploits the angular distri-
bution of scattered protons [74, 75]. Both methods give
consistent results [20]. When separating E1 and M1 tran-
sitions using the polarization method, it is assumed that
the spin-flip transitions originate from M1 transitions for
Eγ ≈ 5–15MeV.

The E1 PSF
←−−
fE1 is obtained from the measured cross

section under the assumption that it comes solely from
the Coulomb excitation process via a virtual photon [76].
The M1 cross sections are converted to reduced transition
strengths and corresponding M1 photoabsorption cross
sections with the approach described in detail in refs. [77,
78].

It should be mentioned that only the spin part of the
M1 transition operator is expected to play a role in the
small-angle proton scattering. Strictly speaking, only part
of the M1 PSF is determined. As it is expected that the
orbital part of the M1 operator does not significantly con-
tribute to transitions with Eγ ≈ 5–15MeV, the M1 PSF
determined in this Eγ range should be a very good ap-
proximation of the actual M1 PSF. Similar experiments
aiming at extracting the spin-flip part of the M1 transi-
tions have been performed previously [79] but the PSFs
were not determined.

2.8 Photonuclear data

The dipole PSFs were calculated on the basis of all the
experimental data on photoreaction cross sections com-
piled in the EXFOR database [80]. The photoneutron
cross sections have been measured as a function of the
photon energy by means of monochromatic beams pro-
duced predominantly by annihilation-in-flight of positrons
(e.g. measurements at the Lawrence Livermore National
Laboratory, USA, and the CEA-Saclay, France) as well
as using Bremsstrahlung beams (e.g. the experiments
at the Max-Planck-Institute for Chemistry (Germany),
Melbourne University (Australia), Moscow State Univer-
sity (Russia)). For partial photoneutron reactions, (γ,n),
(γ, 2n), . . . cross sections were determined through direct
neutron detection and counting of residual γ-ray activ-
ity. Additionally, various methods were used to obtain
cross sections with protons in the outgoing reaction chan-
nels which are needed for the determination of the to-
tal photoabsorption cross section [81–83]. Photoneutron
cross sections have also been measured at GDR peak en-
ergies and below in experiments based on laser-induced
Compton backscattered γ-rays (e.g. at the NewSUBARU
facility of Konan University, Japan). Partial and total
photoneutron cross sections have been revised using the
experimental-theoretical re-evaluation method of the par-
tial photoneutron reaction cross sections based on objec-
tive physical criteria of the data reliability [84]. It should
however be noted that open questions on the determina-
tion of the effective neutron detection efficiency, may im-
pact the determination of the photoabsorption cross sec-
tions, as discussed in ref. [85]. Details about the adopted
photoreaction data, the experimental conditions as well
as the recommendation in case of conflicting data (includ-
ing in particular discrepancies between the Livermore and
Saclay data) are given in the CRP review paper on “Up-
dated IAEA Photonuclear Data Library” [86].
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2.9 Additional methods for PSF comparisons

Here we describe some additional methods that do not
allow for the extraction of absolute values or energy de-
pendences of the PSF but are sensitive to the PSF and
therefore can provide information on the compatibility or
validity of existing PSF models.

2.9.1 Singles γ-ray spectra from (n, γ) reaction

The validity of various PSF models can be checked using
unfolded (or detector response corrected) γ-ray spectra
from (n, γ) reactions. Predicted spectra can be obtained
from any code that can generate a γ-ray spectrum using
the statistical model. Transitions between levels below a
critical excitation energy can not be treated in the statisti-
cal model, therefore, in these cases the relative intensities
of these transitions, which are known experimentally, are
adopted. Internal conversion coefficients are also consid-
ered, which are importantespecially in heavy nuclei.

The methodology of this testing technique has been
reported in ref. [87] for the 113Cd(n, γ)114Cd reaction. The
data analysis is performed with the statistical model code,
Bin Type Simulation (BITS), which uses as input different
PSF and NLD models and can only be used with unfolded
experimental spectra which are corrected for the detector
response function. The method for unfolding the spectra
detailed in ref. [88] is based on the prescription described
in sect. 3.2 of ref. [24].

The BITS code solves the sequential integration nu-
merically by setting up 100 keV bins from the critical en-
ergy up to the separation energy of the daughter nucleus.
The number of levels with different spins and parities in
the bins is calculated from the corresponding NLD and
their summed populations are calculated from thee feed-
ing from the levels in the bins above. The starting level
is the capture state with definite spin and parity and is
given a population of 1. The program starts with this ini-
tial condition and distributes the intensity to final levels
or bins using the average decay widths 〈Γγ,XL(E−Eγ)〉 to
calculate the electromagnetic branching ratios which are
corrected for internal conversion. The sum of the branch-
ing ratios is normalized to 1. Repeating the process down-
wards, in decreasing excitation energy, the decay-scheme
is built up and the decay strengths are stored in a decay-
scheme matrix of 6 dimensions which are indexed by the
initial and final levels and their spins and parities. Below a
given critical energy, the experimentally known (discrete)
part of the decay scheme of the nucleus is taken into ac-
count to describe discrete electromagnetic transitions us-
ing internal conversion corrections. The γ-ray spectrum of
full energy peaks is collected from the decay-scheme ma-
trix from which single, two-step and higher multiplicity
spectra can also be collected. It is useful to collect spectra
versus multipolarities for electric and magnetic types of
transitions to learn about their relative contributions. In
addition, visual comparison of the calculated and experi-
mental spectra are provided with contributions from the
calculated E1 and M1 decays.

2.9.2 Two-step and multi-step cascade spectra

Another method to validate PSFs is via comparison of co-
incidence γ-ray spectra with predictions of the statistical
model of the nucleus. Two different experimental setups
are used for these measurements.

The first setup consists of a pair of high-resolution Ge
detectors which allows for measurements of so-called two-
step γ cascades (TSCs), see e.g. [89–91]. These experi-
ments have been mainly performed at Dubna (Russia) [92]
and Řež near Prague (Czech Republic) [89].

The analysis of experimental data allows to get
background-free γ-ray spectra corresponding to decays
that connect the capture state (very often just above Sn)
with preselected, well-separated low-lying levels of the nu-
cleus via two γ-rays. The spectra can be obtained by ap-
plying a cut on the detected energy sum deposited in the
two Ge detectors.

Due to the high resolution power of Ge detectors, nar-
row peaks corresponding to TSCs to the preselected levels
depositing the total energy of the cascade, are observed in
the sum-energy spectra. Only events contributing to these
peaks are then analyzed. Spectra of deposited γ-ray ener-
gies from one or both detectors can then be constructed.
The analysis method [89] excludes detected TSCs populat-
ing other levels than those of interest and efficiently rules
out the accidental coincidence and Compton-related back-
ground. A contribution of a TSC via an intermediate level
in a TSC spectrum is almost exclusively given by a pair of
narrow, symmetrically located lines. Typically, spectra for
several pre-selected final levels are available which allows
analysis of not only “true” two-step cascades but also of
more-step γ cascades. The influence of the detection sys-
tem on spectra is relatively simple and can be applied if
efficiencies of the two detectors are taken into account [90].

The second experimental setup exploits a highly-
segmented array of lower resolution scintillation detec-
tors that allows for measurements of cascades for differ-
ent detected multiplicities M . Different measured spectra
can be used for comparison with statistical model predic-
tions. They include the sum-energy spectra, multiplicity-
distribution (MD) spectra and spectra of individual de-
posited γ energies for individual M , often called multi-
step γ cascade (MSC) spectra. The MSC spectra, con-
structed only from those γ decays that deposit the en-
ergy sum corresponding to the Q-value of the reaction in
the detection system, allow to get more information on
PSFs than spectra constructed from all detected events.
In addition, a cut on Q-value usually allows also for very
efficient subtraction of the background [93,94]. The prox-
imity of individual detectors requires simulation of the
response of the detection setup. This response is usually
applied to simulated cascades. These spectra have been so
far obtained mainly from measurements at the DANCE
detector at Los Alamos [95, 96]. The DANCE detector is
a highly-segmented high-efficiency array consisting of 160
BaF2 crystals that cover a solid angle of approximately
3.5π. Figure 4 illustrates the way how MSC spectra are
produced.



Page 10 of 52 Eur. Phys. J. A (2019) 55: 172

E 1

E 2

E 3

E 4

Neutron capturing state

Ground state

0

200
M = 1 - 15

0

10
M = 1

0

20

M = 2

0 3000 6000
0

50

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Energy sum (keV)

M = 3

0 3000 6000
0

50

M = 4

Energy sum (keV)
0 3000 6000

0

50

M > 4

Energy sum (keV)
0 3000 6000

0

200 M > 4

In
te

ns
ity

 (a
rb

. u
ni

ts
)

E (keV)

0 3000 6000
0

100

E (keV)

M = 4

0

50
M = 3

0 3000 6000
0

10

E (keV)

0

10
M = 1

M = 2

E 1
E 2

E 3

E 4

a) b) c)

Fig. 4. Illustration of the production of MSC spectra for a nucleus with the neutron separation energy close to 6 MeV. The
left part of the figure (a) shows three possible decays of the nucleus. The sum-energy spectra (b) can be obtained for individual
multiplicities. Using events in the highlighted areas in the sum-energy spectra, the MSC spectra (c) for these multiplicities can
be obtained. The red cascade from (a) will contribute to the multiplicity M = 4 MSC spectrum at points indicated by red
arrows in bottom right part of (c).

With the exception of the TSC spectra in ref. [97] that
used the (p, γ) reaction, all other available data come
from the capture of slow-energy neutrons. Specifically,
TSC spectra, that suffer from the low efficiency of Ge de-
tectors are measured using thermal neutrons while MSC
spectra typically use spectra from isolated neutron reso-
nances. The advantage of neutron capture is that the spin
and parity of the capturing state are known, which is im-
portant as spectra from resonances with different Jπ can
significantly differ [93,98].

The simulations of γ cascades were usually performed
with the Monte Carlo code DICEBOX [42], which allows
for the consideration of Porter-Thomas fluctuations of in-
dividual transitions.

2.9.3 Average radiative widths

The total average radiative width 〈Γγ〉 is also a quan-
tity containing global information on the PSFs. Theoret-
ically, 〈Γγ〉 represents a folding of the deexcitation PSFs
(or equivalently transmission coefficients TXL(Eγ)) and
NLD (see e.g. [2]), i.e.

〈Γγ〉 =
D

2π

∑

X,L,J,π

∫ Sn+En

0

TXL(Eγ)ρ(Sn

+En − Eγ , J, π)dEγ , (11)

where the summation runs over all spins J , parities π and
transition types XL, En is the neutron incident energy
and ρ(E, J, π) the energy-, spin- and parity-dependent
NLD. The γ-ray transmission coefficient, TXL(Eγ) is re-
lated to the PSF fXL(Eγ) as

TXL(Eγ) = 2πE2L+1
γ fXL(Eγ). (12)

Average radiative widths, like neutron strength functions
and the average spacing of resonances, are obtained from
the analysis of parameter sets for resolved resonances [2,
99].

Data for s-wave average radiative width are available
for about 228 nuclei [2] and have been used here to test
PSF models. The predicted average radiative width re-
mains however sensitive to the adopted NLD model, as
discussed in sect. 5.10.

2.9.4 Maxwellian-averaged cross sections

The radiative neutron capture cross sections can also pro-
vide information on the PSF. At keV neutron energies, the
radiative neutron capture cross section is essentially pro-
portional to the total photon transmission coefficient Tγ

which in turn, like the average radiative width in eq. (11),
is sensitive to the folding of PSF and NLD [100,101], as

Tγ =
∑

J,π,X,L

∫ Sn+En

0

2πE2L+1
γ fXL(Eγ)

×ρ(Sn + En − Eγ , J, π)dEγ . (13)

A large compilation of about 240 experimental
Maxwellian-averaged neutron capture cross sections
(MACS) at 30 keV for nuclei with 20 ≤ Z ≤ 83 [102, 103]
is available and has been considered for testing the PSF
models.

3 Development of the experimental PSF
database

In this section, the assessment and selection criteria for
the PSF data to be included in the library are discussed.
Uncertainty analyses are elaborated in specific cases and
re-analysed for two nuclei for which data from both the
NRF and Oslo methods are available.

3.1 Compilation of PSFs

The PSF data from the experimental methods described
in sect. 2 were compiled in an experimental database. The
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majority of PSF data were provided directly by the groups
performing the measurements and include experimental
results available as of January 2019. The photonuclear
data were obtained from other databases and processed
to obtain PSFs. In some cases, such as (p, γ) reactions,
PSF data were extracted directly from tables in the re-
spective publications, or when not available in table for-
mat, from the figures. It is important to emphasize that
PSF data measured with the different methods is con-
sidered and included only from those publications where
the original work extracted the PSF explicitly. Although
valuable information can be obtained solely from capture
cross section measurements, use of this data go beyond
the scope of this work. Each set of data was assessed to
verify the suitability for its inclusion as a data file in the
library and accompanied by a README file, detailing key
information to place the data into context.

3.1.1 PSFs extracted from NRF measurements

The compilation comprises dipole strength functions f1

that were deduced from absorption cross sections accord-
ing to the prescription given in sect. 2.1. The data result
from experiments covering the excitation-energy range
from typically 4–5MeV up to Sn, in which the absorption
cross sections and the related dipole strength functions−→
f1(Eγ) were deduced as a smooth function of energy.

In the case of broad-band bremstrahlung measure-
ments at γELBE [39], γ-rays were measured with two
shielded HPGe detectors placed at 90◦ to the beam and
two at 127◦ to the beam. Spectra were response and effi-
ciency corrected. The photon flux was determined by us-
ing known level widths in 11B. Background due to atomic
processes in the target was determined in simulations and
subtracted from the spectra. Subtracted spectra contain
resolved peaks and nuclear quasicontinuum. These γ-ray
spectra were corrected for feeding and branching inten-
sities obtained from simulations of statistical γ cascades.
The absorption cross sections were obtained from scat-
tering cross sections by using average branching ratios of
ground-state transitions obtained from the simulations.
Uncertainties of the absorption cross sections include sta-
tistical uncertainties, and 5% uncertainties each for effi-
ciency, photon flux and atomic background. The absorp-
tion cross sections are compiled in the EXFOR database.

Some experiments obtained data at energies above the
neutron separation energy. These do not represent the to-
tal photoabsorption cross sections because of the opening
of the competing (γ,n) channel and these PSF values are
therefore not included in the data file. Total dipole PSFs
for 23 different nuclei for energies up to the neutron sepa-
ration energies have been included in the PSF library. For
3 nuclei measured at HIγS [34] (128Xe, 134Xe and 138Ba),
both the E1 and M1 PSFs are available separately. The
assessment of data did not find grounds on which to ex-
clude any of the available sets of data.

3.1.2 PSFs extracted from the Oslo method

The compilation includes total dipole PSFs
←−
f1(Eγ) from

the Oslo method analysis, as described in sect. 2.2. It also
includes data analyzed using the beta-Oslo method and
data from inverse kinematics experiments (Inverse-Oslo)
which have become available over the last few years. The
data typically cover an energy range from about Eγ ∼
1–2MeV up to a maximum energy Eγ ∼ Sn.

For data sets obtained prior to ∼ 2012, only statisti-
cal errors are included in the PSF data, while for newer
data sets systematic errors are also considered, which is
some cases also include uncertainties due to NLD models,
D0 and 〈Γγ〉. These are typically represented by upper
and lower uncertainty bands. Where possible PSF data
obtained from different NLD models are provided in sep-
arate data files. Where it was not possible to extract in-
dividual data sets for different normalizations then one
data file is provided and the expected variations are pro-
vided in terms of error bars. In several cases, the published
PSF data were re-analyzed, usually due to the availabil-
ity of new data for NLDs and/or PSFs normalizations. In
these cases the PSFs from both analyses are included in
the library as they provide the user insight into the range
of uncertainties due to model dependencies. Similarly, if
more experiments were performed in the same nucleus,
the extracted PSFs from each unique experiment are in-
cluded in the library since these sets of data are considered
to be independent of each other (they may have different
energy ranges, beam energy, detector arrangement, etc.).
113 sets of total dipole PSFs f1 for 72 different nuclei mea-
sured with the Oslo method for energies up to the neutron
separation energies have been included in the PSF library.

3.1.3 PSFs extracted from DRC/ARC

Two different experimental techniques, ARC and DRC
(see sect. 2.3), were applied to obtain information on PSFs
from resonance neutron capture experiments. The recent
re-analysis of all available data from both types of ex-
periments resulted in two separate databases, DRC-2018
and ARC-2019. The resulting PSF data files present the
partial value averaged over measured resonances for each
primary transition. For a detailed description of this work
and processing of the data, we refer to refs. [59–62]. The
results were merged in the final DRC+ARC 2019 library,
which includes information on PSFs for 88 nuclides with
masses between 20 ≤ A ≤ 240. The list of nuclei available
in the DRC+ARC-2019 library is shown in table 1.

Recommended data were chosen from all extracted
data sources and if data for both ARC and DRC experi-
ments were available, the ARC filtered beam results were
preferred because of better statistical accuracy due to av-
eraging over a much larger number of resonances com-
pared to the DRC data. An example of this feature is given
in fig. 5 for DRC and ARC data for 198Au; the DRC values
correspond to averaging over only 4 s-wave resonances.
The uncertainty of the average value due to Porter-
Thomas fluctuations is thus expected to be about 70%.
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Table 1. Content of the DRC+ARC-2019 database. The symbol “x” corresponds to data that have been included in the DRC
(and DRC+ARC, if no ARC data is available) database, 〈x〉 to DRC data for which binned results are available only, “0” to
data not used due to insufficient averaging or missing transition rates, and “xx” to data that have been included in the ARC
(hence ARC+DRC) database. The nucleus corresponds to the compound system.

Nucleus DRC ARC DRC+ARC Nucleus DRC ARC DRC+ARC

F-20 x x Gd-156 xx xx

Mg-25 x x Gd-157 〈x〉 xx xx

Al-28 x x Gd-158 xx xx

Si-29 x x Gd-159 x xx xx

Si-30 x x Dy-162 xx xx

S-33 x x Dy-163 xx xx

Cl-36 x x Dy-164 xx xx

Sc-46 x x Dy-165 xx xx

Cr-53 x x Ho-166 xx xx

Cr-54 x x Er-168 x xx xx

Fe-57 x x Er-169 x x

Fe-59 x x Tm-170 x xx xx

Co-60 x 0 x Yb-172 xx xx

Cu-64 x 0 x Yb-174 x xx xx

Ge-74 x x Lu-176 x xx xx

As-76 xx xx Lu-177 x x

Zr-92 xx xx Hf-178 x xx xx

Nb-94 x x Hf-180 xx xx

Mo-93 x 0 x Ta-182 x xx xx

Mo-96 xx xx W-183 x x

Mo-98 xx xx W-184 x xx xx

Mo-99 x 0 x W-185 xx xx

Ru-100 x x W-187 xx xx

Ru-102 x xx xx Os-188 xx xx

Rh-104 x x Os-189 xx xx

Pd-106 x xx xx Os-191 xx xx

Pd-109 xx xx Os-193 xx xx

Ag-108 〈x〉 〈x〉 Ir-192 xx xx

Cd-114 xx xx Ir-194 xx xx

In-116 x x Pt-195 xx xx

Sb-122 x x Pt-196 x xx xx

Sb-124 x x Pt-197 xx xx

Te-124 xx xx Pt-199 xx xx

Te-126 x x Au-198 x xx xx

I-128 x xx xx Hg-199 x x

Ba-135 xx xx Hg-200 x x

Ba-136 x xx xx Hg-202 x x

Nd-144 x x Th-233 x xx xx

Nd-146 x xx xx U-235 x x

Sm-148 x xx xx U-236 x xx xx

Sm-150 x xx xx U-237 x x

Sm-155 xx xx U-239 x xx xx

Eu-154 xx xx Np-238 xx xx

Gd-155 〈x〉 xx xx Pu-240 x xx xx
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Fig. 5. PSFs from DRC (upper panel) and ARC (lower panel)
measurements from the 197Au(n, γ)198Au reaction. The large
scatter of E1 transitions is for DRC data is from a small num-
ber of 4 s-wave resonances (uncertainties due to the Porter-
Thomas fluctuations are not included), while a very good av-
eraging is obtained for ARC data where the averaging is made
over ≈ 60 resonances. The decreased detection sensitivity limit
from lower TOF neutron fluence results in the detection of only
one M1 transition with the rest undetected. Uncertainties are
only statistical ones increased by 10% due to estimated uncer-
tainty in Γγ and D.

This uncertainty is not indicated in fig. 5. The error bars
correspond only to uncertainties of measured transition in-
tensities increased by Γγ and D uncertainty estimates of
10%. When the number of resonances studied in a DRC
experiment is large, the resulting data distribution is com-
parable to ARC measurements as shown in fig. 6 for 168Er.

In the absence of ARC data, DRC data, even those
measured with a small number of resonances, were in-
cluded in the final version of the DRC+ARC-2019 library.
As long as DRC data is processed in a doubly average
quasi-monoenergetic format of 〈〈fXL〉〉 (see sect. 2.3), they
give a satisfactory estimate of the absolute value of the
PSF.

The performance of this database was thoroughly val-
idated against the previous evaluations [62] and in case
of conflicting results, the reasons (such as difference in
selected resonance parameters, different E1 or M1 as-
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Fig. 6. DRC (upper panel) and ARC (lower panel) data
from 167Er(n, γ)168Er reaction. The comparable number of res-
onances, 81 in DRC and effectively about 250 from the boron
filtered beam with a full width at half maximum of about 1 keV
is averaged. The lower-detection sensitivity of DRC experiment
prevents detection of low-energy M1 and all E2 transitions.

signments or applied spacing) are discussed in detail in
refs. [59,61,62].

The PSF library includes DRC and ARC for 88 nuclei,
out of which 34 are DRC data and 54 ARC data. Among
the 34 DRC data sets, E1 strengths are available for 33
nuclei, M1 strengths for 29 nuclei and E2 for 8 nuclei only.
The 54 ARC data sets include data on E1 for 52, M1 for
49 and E2 for 22 nuclei.

3.1.4 PSFs from the capture γ-ray library

The intensities of primary transitions from thermal neu-
tron captures, available in the EGAF library [3] (see
sect. 2.4), were exploited for the determination of the PSF
for individual transition types. The EGAF library consists
of approximately 32000 prompt thermal neutron capture
γ-ray cross sections for nearly all elements. For primary
transitions these were converted to fXL,f as described in
sect. 2.4.

To suppress the influence of the Porter-Thomas fluc-
tuations, several neighboring transitions were binned
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together and averaged. The average value needs to be
in many cases corrected for weak, unobserved transitions
within the energy bin.

The expected number of transitions within each bin
was obtained from the spin-dependent level density based
on a modified CT model [104] where the temperature is
taken from the RIPL-3 library [2] and the backshift energy
is the yrast energy for each spin taken from ENSDF [4].
The expectation value of the total unobserved transition
intensity in a bin was estimated assuming the Porter-
Thomas distribution [58] of individual intensities under
the assumption that the observed transitions (after con-
version to fXL,f ) are the strongest ones occurring in the
bin. The PSFs values in the database were corrected for
this estimate.

Given uncertainties correspond only to statistical un-
certainties in the determination of the average value and
an additional 20% uncertainty in the estimate of the miss-
ing strength. Neither an uncertainty due to D0 and 〈Γγ〉,
nor the uncertainty in the determination of the average
PSFs values (coming from the Porter-Thomas fluctuation)
is included. As the number of transitions in a bin is typ-
ically 3 to 10, the latter uncertainty is significant and it
reaches values of about 40–80%. It can be deduced from
the number of observed and expected transitions in the
bin.

A total of 808 γ-ray binned PSF data have been ex-
tracted from thermal neutron capture data for a total of
209 nuclei, including E1 PSFs from 206 nuclei, M1 for
153 nuclei, E2 for 38 nuclei and M2 for 2 nuclei.

3.1.5 PSFs from average resonance proton capture

The data were published primarily in the pre-1990s with
the technique described in sect. 2.5 and direct communi-
cation with the authors was not possible. Data has been
extracted from the publications, either directly from the
tables provided or by digitizing the graphs. No averaging
of the PSF for a given nucleus over transitions to more
low-lying levels has been performed. The typical Eγ range
covered in this method is about 2–4MeV wide and is lo-
cated between the proton and neutron separation energies
of nuclei in the A = 46 to A = 90 mass region. More
specifically, the measured excitation energy region typi-
cally starts at ∼ 2MeV above Sp, given by the minimum
proton energy used in the experiment. Depending on the
values of Sp and Sn the region investigated is generally
between about 5 and 10MeV although for 90Zr measure-
ments have been performed beyond Sn [14]. Specific infor-
mation, in particular details on the uncertainty analysis,
may not be available at all or is only partially described
in the original publications. A detailed understanding of
the uncertainties assigned to most of the data is therefore
lacking. In some publications, no mention on the origin of
the uncertainties are made while estimates of statistical
and/or systematic uncertainties are provided in other pub-
lications but generally without much detail on how these
were obtained. Data on the total dipole PSF

←−
f1 from (p, γ)

measurements are available for 22 nuclei and are included
in the PSF library.

3.1.6 PSFs from the Ratio method

The method (sect. 2.6) was developed recently and only
relative values of the total dipole PSF

←−
f1 are obtained

unless a normalization to GDR data is performed. Such a
normalization has been performed for the case of 95Mo [72]
and the data is included in the database. The data covers
a range from Eγ ∼ 1.5MeV to a few hundred keV below
the neutron separation energy. For detailed discussions on
the different sources of uncertainties see refs. [70, 72].

3.1.7 PSFs from inelastic proton scattering

The compilation includes PSFs that were extracted from
inelastic proton scattering reaction data using polarized
proton beams. The measured intensities are converted to
E1, M1 and total dipole PSFs and correspond to

−→
f1 as

described in sect. 2.7. They are provided in separate files,
covering the excitation-energy range from about 5MeV
up to approximately 20MeV. Data is available for 96Mo,
120Sn and 208Pb nuclei. The uncertainties correspond to
those published in the original papers [20,74,75,105].

3.1.8 PSFs extracted from photonuclear data

Photoabsorption PSF data files have been compiled from
photoneutron cross sections including the photofission
cross section for fissioning nuclei and the photoproton
cross sections as compiled in the EXFOR library [80, 86].
A full list of the corresponding photonuclear cross sections
can be found in ref. [106]. The spin-independent E1 PSF
was extracted from the photoabsorption cross section as
described in refs. [1, 2, 24, 106] by applying the more gen-
eral eq. (1) to the special case of E1 photoabsorption, i.e.

−−→
fE1(Eγ) =

σE1(Eγ)
3Eγ (π�c)2

, (14)

where σE1(Eγ) ≡ σ(γ, abs) is the total photoabsorption
cross section of E1 γ-rays with energy Eγ summed over
final states with all possible spins.

The E1 PSF uncertainties have been estimated with
respect to the cross section uncertainties found in the EX-
FOR database [80]. The mean values and uncertainties of
the PSF extracted from the various experiments are differ-
ent but results of recent experimental data are, as a rule,
in agreement within experimental errors. Figure 7 shows
representative examples of PSFs extracted from different
experiments. It can be seen that the relative uncertainties
of the E1 PSFs in the vicinity of the GDR are of the or-
der of 10 to 20% for recent experimental data. It should be
mentioned that the experimental-theoretical re-evaluation
method based on objective physical criteria of the data
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Fig. 7. Photoabsorption PSF for 139La and 181Ta extracted
from experimental photo cross sections [107–113].

reliability [84] could significantly decrease the relative un-
certainties under discussion.

The E1 PSFs were extracted from photoneutron cross
sections that include the emission of particles, but do not
include contributions from the (γ, γ) channel. Such a con-
tribution dominates however just above the neutron sepa-
ration energy. For this reason, when extracting PSF from
photoabsorption cross sections (eq. (14)), only data lying
sufficiently above the neutron threshold have been consid-
ered. More specifically, the present E1 PSF library only
considers γ-ray energies for which the (γ, γ) cross section
is expected to be at least ten times smaller than the photo-
particle-emission cross section. The specific γ-ray energy
interval (Δε) for which the experimental cross section rep-
resents the total photoabsorption cross section was esti-
mated using simulations of the photoabsorption cross sec-
tion obtained using the nuclear reaction code TALYS [101]
and typically Δε � 1.5MeV. Below Sn +Δε, the PSF ob-
tained from eq. (14) has incorrectly small values if it is
extracted from a (γ,n) cross section.

The procedure used to determine this low-energy cut-
off (Δε) requires a decomposition of the total photoab-
sorption cross section into partial cross sections through

the following relations

σ(γ, abs) = σt(γ, γ) + σ′(γ, abs),
σ′(γ, abs) = σ(γ, sn) + σ(γ, cp) + σ(γ, F ). (15)

Here, σt(γ, γ) = σ(γ, γ)+σ(γ, γ′) is the total photon scat-
tering cross section to excited states in the target nucleus,
i.e. the sum of the cross sections of elastic γ-ray scat-
tering via different types of intermediate states (without
shape-elastic component) and non-elastic γ-ray scattering;
σ′(γ, abs) is the photoabsorption cross section with emis-
sion of the particles; σ(γ, sn) is the total photoneutron re-
action cross section; σ(γ, cp) is the photo-charged-particle-
emission cross section and σ(γ, F ) the photofission cross
section. More details can be found in [31,86,106].

For every nucleus in the photodata library, the spe-
cific energy interval Δε was estimated, so that the σt(γ, γ)
cross section from (γ, γ) transitions does not exceed
more than 10% of the total photoabsorption cross section
σ(γ, abs), i.e.

δσ(Eγ = Sn + Δε) =
σt(γ, γ)
σ(γ, abs)

=
σ(γ, abs) − σ′(γ, abs)

σ(γ, abs)
= 0.1. (16)

Figure 8 illustrates the experimental photoneutron cross
sections for 115In and 139La, together with the theoreti-
cal decomposition into various contributions. The TALYS
calculations were performed with the “Simple Modified
Lorentzian” (SMLO) model of PSF (see sect. 4.2), the
CT plus Fermi gas NLD model [117] and the default
parameters for the additional input quantities. It can
be seen in fig. 8 that neglecting the (γ, γ) contribution
leads to a fast decrease of the photoabsorption cross sec-
tion σ′(γ, abs) for γ-ray energies approaching the neutron
threshold. The experimental cross section for 139La de-
noted by diamonds [116] corresponds to the (γ, γ) cross
section measured in a NRF experiment and decreases just
above Sn due to the opening of the strong neutron emis-
sion channel.

Figure 9 illustrates the energy-dependence of the ratio
of the cross section from (γ, γ) transitions to the total pho-
toabsorption cross section (eq. (16)) for 115In and 139La
isotopes. Figure 10 gives the resulting energy intervals Δε
for all nuclei for which the PSF has been extracted from
the photonuclear library.

Similarly to low energies in the vicinity of the neutron
separation energy, at high energies the measured cross sec-
tion may not reflect the total photoabsorption. In that
case, many channels with various particle emissions are
open and the quasi-deuteron breakup component dom-
inates. For this reason, all PSFs from photoabsorption
cross sections have been extracted only up to a maxi-
mum energy εQD at which the quasi-deuteron component
is expected to become higher than 10% of the total pho-
toabsorption cross section. All cross sections have been
estimated on the basis of the SMLO PSFs (sect. 4.2) and
the quasi-deuteron component from the standard model of
ref. [118]. The resulting values of εQD are shown in fig. 10.
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Fig. 8. Comparison between theoretical and experimental [80]
photoabsorption cross sections for 115In and 139La isotopes.
Experimental cross sections are taken from refs. [109,114–116].
The vertical dashed lines correspond to Sn and the vertical
solid lines to the γ-ray energy Sn + Δε where δσ = 0.1. Also
shown are the estimated SMLO total photoabsorption cross
sections σ(γ, abs) (blue solid line) and the partial cross sections
σ′(γ, abs) (red-dashed line), and σt(γ, γ) (green dot-dash line).

The E1 PSFs were extracted from all available ex-
perimental data on photoreaction cross sections from the
EXFOR database [80] and the recent update of the pho-
tonuclear library [86]. In total, the E1 PSFs are given for
159 isotopes between 6Li and 239Pu including 19 elements
of natural isotopic composition corresponding all together
to 465 different entries. The PSF values for γ-ray ener-
gies below Sn + Δε and above εQD were discarded from
the data files but are included in the README files (see
sect. 6).

3.2 Uncertainty analysis on test cases

PSFs from different experimental techniques are often not
consistent [26]. The inconsistencies can be substantial es-
pecially between results from Oslo and NRF data. The
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Fig. 9. Contribution δσ of σt(γ, γ) to σ(γ, abs) as a function of
the γ-ray energy for 115In (blue solid line) and 139La (dashed
red line).
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PSFs deduced from the Oslo and NRF techniques are
based on several assumptions and depend, for instance,
on the NLD model used during the data processing pro-
cedure. Below we describe different sources of uncertainty
in these two techniques and perform an enhanced uncer-
tainty and NLD model analysis, in two nuclei for which
Oslo and NRF results exist.

3.2.1 Uncertainties in the NRF method

In NRF experiments, photoabsorption cross sections are
deduced from intensity distributions that include resolved
peaks as well as a quasicontinuum, determined as the
intensity after subtracting the atomic background (see
sect. 2.1). For the determination of the photoabsorption
cross section the intensities of inelastic transitions have
to be subtracted from the total intensity distribution.
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Fig. 11. The PSFs deduced from (γ, γ′) data of 89Y [120]
(red circles). Maximum uncertainties obtained from applying
extreme limits of level densities in the simulations of γ cascades
are shown by blue solid lines. The data were re-processed using
the code γDEX [41] for the cascade simulations. Oslo data
from the (3He,3 He′) reaction [53] (green squares) are shown for
comparison, together with extreme uncertainty limits (green
solid lines).

Furthermore, the remaining ground-state transitions have
to be corrected for their branching ratios (see sect. 2.1).
The relative intensities of elastic and inelastic transitions
can be estimated by simulations of statistical γ cascades.
The initial values of the PSFs and NLDs are input data
in these simulations. The initial strength functions for E1,
M1, and E2 radiation are Lorentzian-shaped using param-
eters taken from the RIPL database [2]. Absorption cross
sections are determined with an iterative technique [41],
in which the E1 input PSF is taken from the output of the
preceding step. Level density parameters are taken from
the compilation [119]. The given uncertainties are taken
into account in the simulations for the CT plus Fermi
gas model as well as the back-shifted Fermi gas (BSFG)
model. The extreme limits of the resulting strength func-
tions can be determined by combining PSFs obtained us-
ing the limits of the uncertainties given in ref. [119]. This
has been done for the cases of 89Y [120] and 139La [116] in
the present uncertainty analysis. Error bars include sta-
tistical uncertainties and uncertainties of detector efficien-
cies, of photon flux as well as a 1σ deviation from the
mean values in the individual simulations. In the present
analysis, all combinations of upper and lower limits of the
level-density parameters were applied. To determine the
extreme lower and upper limits of the strength functions,
the values with the greatest deviations from the mean were
combined. The results are shown in figs. 11-12 and are
compared with the data obtained in experiments based
on the Oslo method [121].
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Fig. 12. The PSFs deduced from (γ, γ′) data of 139La [116]
(red circles). Maximum uncertainties obtained from applying
extreme limits of level densities in the simulations of γ cascades
are shown by blue lines. Oslo data from the (3He,3 He′) reac-
tion [52] (green squares) are shown for comparison, together
with extreme uncertainty limits (green lines).

3.2.2 Uncertainties in the Oslo method

For most data, uncertainties given for the PSF are only the
statistical uncertainties, which are propagated through the
unfolding procedure [46], the first generation iteration [47]
and finally the χ2 minimization procedure [45] of the Oslo
method. In recent years, systematic errors have been in-
cluded as well and these contributions are represented by
upper and lower limits. No standard procedure was ap-
plied though. A detailed review of possible uncertainties
in the Oslo method can be found in ref. [48]. In the Oslo
method analysis, the most significant source of systematic
uncertainties originates from the absolute normalization
of the NLD and PSF. The slopes of the NLD and PSF are
interdependent, i.e. when the slope of one is known, the
slope of the other is fixed. As discussed in sect. 2.2, the
NLD is typically normalized by comparison to the known
discrete levels at low-excitation energy and to the NLD
at Sn which is determined from the average neutron res-
onance spacing D0 and the spin cutoff parameter σc in a
process detailed in ref. [45]. The number of discrete levels
at low-excitation energy is usually well known and does
not contribute significantly to the uncertainties. Instead,
one of the main contributor to the uncertainties arises
from determining the NLD at Sn, which includes the ex-
perimental error bars on the measured D0 value and the
assumptions made on the spin distribution at Sn. In some
cases the libraries [2] and [122] disagree and provide dif-
ferent recommended D0 values. Such different values will
contribute to the upper and lower limits of the systematic
uncertainties.

For some nuclei, D0 and/or 〈Γγ〉 have not been mea-
sured experimentally and the normalization procedure
relies on systematics from neighbouring nuclei or on
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Fig. 13. The uncertainty in the PSF of 89Y broken down into
the different origins. For 89Y, 〈Γγ〉 is not available and it had
to be estimated for the data from the Oslo method (black
squares). This was accomplished from systematics of neigh-
bouring nuclei, which exhibited no clear trend but could be
fitted in the extreme limit by a constant value or by an in-
creasing slope. The value used for 89Y is the average of these
two extrapolations, with the different extrapolations yielding
upper and lower limits, resulting in the large systematic uncer-
tainties seen as the light-shaded area. Oslo data (squares) and
(γ, n) (solid line) data are taken from ref. [123]. NRF data (tri-
angles) are taken from [120] while photodata (circles, crosses)
are from [125,126].

theoretical input to estimate these values. In such situ-
ations the systematic uncertainties become more signifi-
cant. In most cases the measured transmission coefficients
are normalized to 〈Γγ〉, as detailed in [50], and converted
to the PSF by using eq. (5).

Since the presence of strong yrast transitions can re-
sult in large uncertainties in the primary γ-ray matrix,
only Eγ values above typically 1–2MeV are used in the
analysis. This results in the NLD data being available to
an excitation energy 1–2MeV below Sn. The absolute nor-
malization therefore relies on an interpolation between the
highest NLD data points measured and NLD at Sn, which
is typically made using the CT formula [49]. The larger
the gap between the last measured data point and Sn, the
more sensitive the normalization is to the choice of the
NLD model used for the interpolation.

Different procedures have been applied to estimate up-
per and lower limits for systematic uncertainties. For 89Y,
shown in fig. 13, the different components contributing
to the total uncertainty are decomposed. The statistical
uncertainties are relatively small and are given as error
bars on the data points. The dark shaded area represents
the systematic uncertainties due to the D0 value. In the
case of 89Y the largest contribution to the systematic un-
certainties is due to the unavailability of the average total
radiative width 〈Γγ〉 needed to normalize the PSF. This is
shown by the light-shaded area of fig. 13. This uncertainty
analysis was published in ref. [123].

Finally, note that in the case of heavy isotopes, espe-
cially in the actinide region, a small proportion of the
available spins may be populated by charged-particle-
induced reactions. A similar situation is found in the beta-
Oslo method [54–56] for which the nucleus of interest is
populated by β-decay. In these cases, a good knowledge
of the populated spin distribution is crucial for a proper
determination of the PSF by the Oslo method, as being
recently studied in ref. [124].

3.3 Oslo method versus NRF experimental PSFs

So far, for nine nuclides the PSFs below the neutron sep-
aration energy have been studied in NRF experiments
at the bremsstrahlung facility γELBE [39] as well as in
charged-particle-induced reactions at OCL. There are sev-
eral nuclei showing considerable differences in the shape
and magnitude of the PSFs from these experiments. We
have compared the results of uncertainty analyses for both
methods. For the NRF method, this was the first time such
an analysis was performed. In the case of the Oslo method,
we use the analyses performed in ref. [52] and ref. [53] for
139La and 89Y, respectively.

For 89Y and 139La, considerable differences are found
in the shape and magnitude of the PSFs despite the un-
certainty analysis which includes statistical and system-
atic uncertainties. The NRF data have been processed
as described in sect. 2.1. The intensities of ground-state
transitions were corrected for their branching ratios to
deduce the absorption cross section and the error bars
of these cross section values include statistical uncertain-
ties and uncertainties of detector efficiencies, of photon
flux as well as a 1σ deviation from the mean values in
the individual simulations. In the cascade simulations, de-
scribed in sect. 3.1.1 and 3.2.1, the BSFG level density was
used with the parameters given in ref. [119]. The parame-
ters were varied within their uncertainties in the individ-
ual realizations of level schemes. In the present analysis,
combinations of extreme upper and lower limits of the
level-density parameters were applied. In addition to the
BSFG level densities, the CT plus Fermi gas model was
also tested with the uncertainties as given in ref. [119]. On
average, the BSFG NLDs result in greater cross sections
compared with those resulting from CT plus Fermi gas
NLDs. To determine the extreme lower and upper limits
of the cross sections, values with the greatest deviation
were combined. Figures 11 and 12 illustrate the effect of
the above mentioned uncertainties on the NRF data.

In the case of the Oslo method, the analytical method-
ology follows the prescription of sect. 2.2 and the proce-
dure yields a functional form for ρ(Ef ) and Tγ(Eγ) which
must be normalized to known experimental data to obtain
physical solutions. The statistical uncertainties are car-
ried through the Oslo method (sect. 3.2.2). For 139La, the
systematic model dependencies have been explored [52],
where two theoretical models were used to obtain different
values of ρ(Sn). These are the parity-dependent Hartree-
Fock Bogoliubov (HFB) plus combinatorial model [127]
and the CT plus Fermi gas model where both parities are
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assumed to have equal contributions [117]. In the latter
case, two spin cut-off parameter prescriptions were consid-
ered. Thus we explored a total of three different normaliza-
tions. The first normalization with the CT plus Fermi gas
model is based on the spin cut-off parameter of ref. [128]
and in the second approach, ρ(Ex, J) was calculated with
the spin cut-off parameter equation as implemented in the
TALYS code [101].

For 139La, the D0 and 〈Γγ〉 values are averages of ex-
perimental values taken from [2, 122]. The three differ-
ent normalizations are included in fig. 12 in the form of
the upper and lower uncertainty bands. The agreement
of PSFs from NRF and Oslo data is not very satisfying.
Significant deviations are apparent for Eγ < 7.5MeV.
This raises the question if certain structures effects are
enhanced/reduced depending on the reaction used. While
the Oslo method includes both E1/M1 isoscalar and
isovector components, the NRF method probes exclusively
the isovector component. Alternative experimental ap-
proaches, using (p,p′) and (α, α′) reactions at zero de-
gree relative to the beam, using magnetic spectrometers
to investigate the E1 isoscalar and isovector components
specifically, may be necessary to fully understand the dis-
crepancy and to disentangle the different components of
the PSF in 139La. In this context, we also note that recent
shell model calculations [129] for 108,134Xe show struc-
tural differences between M1 strengths for photoabsorp-
tion from the ground state and photoemission from a num-
ber of high-lying states. This suggests that the photoab-
sorption approach is more sensitive to nuclear structure
effects for energies below 5MeV. Similar effects may play
a role for E1 excitations at higher energies and may pro-
vide a possible explanation for the discrepancies observed
between NRF and Oslo data. This may limit the ability
to compare Oslo and NRF data principally because of the
different excitation mechanisms.

In the case of 89Y, the uncertainty analysis of NRF
data is performed as outlined above for 139La. For the
Oslo data [53], the spin distribution up to the neutron
separation energy is determined from three different ap-
proaches; i) a phenomenological BSFG spin-cutoff param-
eter [119], ii) the BSFG spin-cutoff parameter of ref. [130]
where a rigid-body moment of inertia is assumed, and iii)
microscopic calculations within the HFB plus combina-
torial model [127]. The absolute values and slope of the
NLD are obtained by normalizing to discrete levels at low-
excitation energy and to average s-wave neutron resonance
spacing at Sn when this information is available. However,
in this nucleus the NLD at Sn is not available and instead,
systematics of s-wave resonance spacings for this mass
region are considered by using the RIPL-3 database [2].
More specifically, the average value for 88,89Sr, 90Y and
91Zr are used to estimate D0. In addition, systematic er-
rors due to the spin distribution at Sn are taken into ac-
count [48]. The uncertainty bands including these depen-
dencies are shown in fig. 11.

Within the uncertainties, there is an overlap between
the NRF and Oslo PSF data for most parts of the energy
region for 89Y. The main discrepancy appears from struc-
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Fig. 14. 74Ge PSFs deduced from (γ, γ′) data (red and blue
circles corresponding to two different maximum γ beam ener-
gies) and from the Oslo method using the (3He,3 He′) reaction
(black squares). Only statistical uncertainties are shown.

tures observed in the NRF data around 6.5MeV which
are not seen in the Oslo method data.

The best agreement between NRF and Oslo methods
is found in the case of 74Ge [131,132], as shown in fig. 14,
despite the fact that an error analysis similar to that of
89Y and 139La has not been performed. So far, 74Ge is
the only case where both PSF data sets can be recom-
mended. One may speculate that the extra strength which
is observed in several nuclei around 6 to 9MeV in NRF
measurements (see figs. 11, 12 as well as fig. 15) is most
pronounced in nuclei near shell closures. It results from
prominent 1− → 0+ transitions, which in the case of ion-
induced reactions are mixed with many other transitions
(if they are excited in the same way at all). No such promi-
nent peaks are found in the NRF PSF of deformed nuclei,
such as 74Ge. In this case, the strength is fragmented and
is found to be compatible with the Oslo PSF in contrast
to spherical nuclei.

4 PSF models

4.1 Introduction

The total photon transmission coefficient Tγ (eq. (13))
from an excited state is normally dominated by the dipole
E1 and M1 transitions. Simple semi-classical models as-
sume a Lorentzian shape for the photoabsorption cross
section that is dominated by a giant resonance, at least for
medium- and heavy-mass nuclei. Experimental photoab-
sorption data confirms the simple semi-classical picture of
a Lorentzian shape at energies around the E1 resonance
energy [8, 133]. The photonuclear data near the peaks
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of the GDR can be fitted by Lorentz, Breit-Wigner or
Gaussian functions equally well, but their low- and high-
energy tails differ significantly [24,134]. Lorentz and Breit-
Wigner shapes of the photoabsorption cross sections can
be derived from different theoretical approaches [7, 135].
The Lorentzian shape can be transformed to a Breit-
Wigner form but with a shape width that depends on
the photon energy, resonance energy and width of the
Lorentzian [106]. A Lorentz shape is more suitable for fit-
ting the photonuclear data because the standard Breit-
Wigner expression is obtained without taking account of
time reversal invariance and is adequate for describing a
strong resonance state when the width is small with re-
spect to the resonance energy [136]. However, both line
shapes correspond to a nuclear response to an electromag-
netic field which proceeds through the excitation of one
strong collective state that exhausts the energy-weighted
sum rule. The photoabsorption and γ-decay processes that
occur on the wings of the GDR are governed by the exci-
tation of states of a different nature and therefore, the fit-
ting of experimental data by Lorentzian functions should
be limited to small energy ranges around the GDR peak
in order to obtain reliable values for the GDR parameters.
For axially deformed nuclei, the GDR is found experimen-
tally to be well represented by the sum of two Lorentzian-
like components. This double peak structure is interpreted
as the collective vibrations along and perpendicular to the
axis of symmetry [8, 133]. Extension to the superposition
of three Lorentzian functions to describe triaxility has also
been considered [137–139].

Significant deviations from a standard Lorentzian
(SLO) have been observed in both theoretical and exper-
imental studies below the neutron threshold [25, 64, 140].
In particular, low-energy E1 DRC data were explained
by introducing an energy-dependent width of the SLO
functional to reduce the E1 strength around the neu-
tron separation energy [64]. A generalization of the Lo-
rentzian shape, to account for data below and above the
neutron threshold, was achieved through the inclusion of
an energy- and temperature-dependent width. This fam-
ily of Lorentzian models is based on the theory of Fermi
liquids [9,141] and has shown to improve significantly the
calculations of the experimental radiative widths and γ-
ray spectra [2, 25, 106, 142, 143]. Until recently, this gen-
eralized Lorentzian (GLO) functional has been the only
E1 model used in practical applications, and more specif-
ically in global calculations for large sets of nuclei. While
the E1 mode has been widely studied, less effort has been
devoted to the parametrisation of the M1 PSF. For the
M1 PSF, the most commonly used formula is an SLO
expression describing the spin-flip mode only [2, 25] that
neglects the low-energy M1 mode for deformed nuclei (the
so-called scissors mode). Only a few works [139, 144–146]
proposed a systematic phenomenological description of
the low-energy scissors mode.

The Lorentzian GDR approach, however, even in the
generalized form, suffers from shortcomings of various
sorts. On the one hand, it is unable to predict the en-
hancement of the E1 strength at energies around the neu-

tron separation energy (such as the pygmy resonance) as
demonstrated by different experiments (see e.g. [32, 35,
147, 148]). On the other hand, even if a Lorentzian func-
tion provides a suitable representation of the E1 strength,
the location of its maximum and its width remain to be
predicted from a model for each nucleus or from system-
atics. For nuclear applications, these properties have often
been obtained from a droplet-type model [149]. This ap-
proach clearly lacks reliability when dealing with exotic
nuclei. The situation is even less satisfactory for the M1
component, where systematics are limited or scarce due to
the limited amount of experimental information available.

In view of this situation, and considering that the GDR
properties and low-energy resonances may influence sub-
stantially the predictions of radiative capture cross sec-
tions, it is clearly of great interest to develop PSF models
of the microscopic type which are expected to be more reli-
able and have some predictive power. Since the early 70’,
different mean-field approaches, such as the QRPA, the
quasiparticle-phonon model and some of their improved
variants, have been developed and successfully applied to
the description of giant multipole resonances in both the
non-relativistic [141, 150–168] and relativistic [169–177]
mean field frameworks. The nuclear shell model has also
been extensively used to describe electromagnetic excita-
tions [33, 129, 178–188], but restricted to light nuclei. De-
spite such a huge effort in developing microscopic models,
only a few attempts have been made to provide systematic
large-scale calculations that can compete with more phe-
nomenological Lorentz-type models. The QRPA E1 PSFs
obtained within the Hartree-Fock+BCS [189] as well as
HFB [157, 190, 191] frameworks have been shown to re-
produce satisfactorily the location and width of the GDR
and the ARC data at low energies for the bulk of existing
data. The aforementioned QRPA calculations have been
performed for all the 8 ≤ Z ≤ 110 nuclei lying between the
two drip lines. In the neutron-deficient region as well as
along the valley of β-stability, the QRPA distributions are
very close to a Lorentzian profile. Similar attempts have
been performed within the relativistic mean-field frame-
work but in a less systematic way [174,177].

Due to the applicability to a large set of nuclei and the
fact that they are inherently different approaches, both the
phenomenological Lorentzian-type and the mean field plus
QRPA models are proposed for developing global models
of the dipole PSF. The recommended theoretical PSFs are
detailed below and their ability to reproduce experimental
data is discussed in sect. 5.

4.2 Phenomenological E1 & M1 SMLO model

In this section, we describe the phenomenological SMLO
model that was developed to estimate the E1 and M1
PSFs [106, 146] for all nuclei with 8 ≤ Z ≤ 124. Both E1
and M1 SMLO formulas have been adjusted on a large
number of experimental data, as shown in sect. 5.
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4.2.1 The E1 SMLO model

For the E1 PSF for cold and heated nuclei, we consider a
rather simple expression given by [106,146]

←−−
fE1(Eγ , T ) =

1
3π2�2c2

1
1 − exp(−Eγ/T )

σTRK

× 2
π

jm∑

j=1

sr,j
Eγ Γj(Eγ , T )

(E2
γ − E2

r,j)2 + E2
γΓj(Eγ , T )2

,

(17)

where T denotes the temperature of the heated nucleus,
jm the number of normal vibration modes of the GDR
excitation (jm = 1 for spherical nuclei and 2 for axially
deformed ones) and σTRK the E1 Thomas-Reiche-Kuhn
(TRK) sum rule given by

σTRK = 60
NZ

A
= 15A(1 − I2) (mb MeV), (18)

where I = (N −Z)/(N + Z) is the neutron-proton asym-
metry factor. The Lorentzian function in eq. (17) is char-
acterized by GDR parameters corresponding to the peak
energy Er,j , the width at half maximum Γj and the possi-
ble deviation of the integrated cross section from the TRK
sum rule sr,j .

The SMLO width, Γj , related to the relaxation mecha-
nism of the giant vibration j-mode, is taken to be energy-
and temperature-dependent as follows

Γj(Eγ , T ) =
Γr,j

Er,j

(

Eγ +
4π2

Er,j
T 2

)

, (19)

where the linear dependence on the energy Eγ arises from
the inverse Eγ-dependence of the average squared matrix
element in the transitions of the 1 particle – 1 hole states to
2 particles – 2 holes states [2]. The quadratic temperature
dependence in eq. (19) originates from the Fermi liquid
theory [9].

The GDR resonance energies of the j-mode are taken
such that Er,j=1 < Er,j=2, for deformed nuclei while for
spherical nuclei, Er,j=1 = Er,j=2. These energies are con-
nected to the energies Ea and Eb of the vibrations along
and perpendicular to the symmetry axis (note that for
prolate nuclei, we take Er,1 = Ea and Er,2 = Eb, while for
oblate ones, Er,1 = Eb and Er,2 = Ea). Finally, the sr,j

factor gives the weight of the j-mode with respect to the
TRK sum rule.

Whenever experimental photoabsorption data are
available in the vicinity of the GDR, the GDR parame-
ters Er,j , Γr,j and sr,j are adjusted to the data. A com-
pilation of such data can be found in ref. [106]. However,
when no data exists, systematics of the GDR parameters
is used. Such a systematics was obtained by performing
a least-square fit to the recommended experimental GDR
parameters in spherical nuclei as well as deformed nuclei
in the 150 < A < 190 and 220 < A < 253 ranges, where to
a good approximation deformed nuclei can be considered

as axially deformed. The following expression was adopted
for the centroid energy Er of the GDR:

Er = e1(1 − I2)1/2 A−1/3

(1 + e2A−1/3)1/2
, (20)

where e1 = 128.0 ± 0.9MeV and e2 = 8.5 ± 0.2. Equa-
tion (20) corresponds approximately to the eigenenergy
of the GDR vibration within the hydrodynamical liq-
uid drop model [149], and agrees with sum rule pre-
scriptions [192–194]. For deformed nuclei, we assume the
equiprobability of the normal mode excitations and the
twofold degeneracy of the giant collective vibration per-
pendicular to the axis of symmetry. In this case, the cen-
troid energy is expressed as Er = (Ea + 2Eb)/3 and the
energies Ea and Eb along the two ellipsoid semi-axes are
approximated as

Ea =
3Er

1 + 2Dab
(21)

Eb = DabEa, (22)

where Dab = 0.911a/b+0.089 is determined from the ratio
of the ellipsoid semi-axis lengths a/b = (1+α2)/(1−α2/2),
which in turn is a function of the quadrupole deformation
parameter β2 since α2 =

√
5/4πβ2.

Slight deviations from the TRK sum rule are known
to exist from experimental photoabsorption data. For this
reason, the possible deviation sr,j of the j-mode is esti-
mated assuming that sΣ =

∑
j sj = 1.2, i.e. s1 = sΣ/3,

s2 = 2sΣ/3 for prolate nuclei and s1 = 2sΣ/3, s2 = sΣ/3
for oblate nuclei.

The GDR width is estimated from a simple power-law
expression Γr,j = cEd

r,j with c = 0.42 ± 0.05MeV and
d = 0.90 ± 0.04. More details on the model and the ad-
justment can be found in refs. [106,143,146,195]. The pre-
scription for calculating the high-energy quasi-deuteron
contribution, i.e., the photoabsorption cross section lead-
ing to the production of a neutron – proton pair can be
found in ref. [106].

Finally, the temperature T is derived from the excita-
tion energy U using a simple Fermi gas expression. Since
the temperature entering eq. (17) corresponds to the tem-
perature of the final state, it reads T =

√
(U − Eγ)/ã

where the level density parameter ã = A/10MeV−1 is
adopted. More details can be found in [106, 146]. Note
that the temperature dependence gives rise to a non-zero
limit of the E1 PSF at zero Eγ energy, as shown in fig. 1
of ref. [146]. The photoabsorption PSF for cold nuclei
can directly be deduced from the deexcitation PSF as−−→
fE1(Eγ) =

←−−
fE1(Eγ , T = 0).

4.2.2 The M1 SMLO model

An empirical M1 PSF [146] was built, inspired by the
HFB+QRPA strength [191] obtained with the D1M
Gogny force [196] (hereafter D1M+QRPA, see sect. 4.3)
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considering an SLO-type function for both the low-energy
scissors (sc) mode and the spin-flip (sf) components, i.e.

−−−−→
fSMLO

M1 (Eγ)=
1

3π2�2c2
σsc

Eγ Γ 2
sc

(E2
γ − E2

sc)2 + E2
γΓ 2

sc

+
1

3π2�2c2
σsf

EγΓ 2
sf

(E2
γ − E2

sf )2 + E2
γΓ 2

sf

, (23)

where σi is the peak cross section, Ei the energy at the
peak and Γi the width at half maximum for both the spin-
flip (i = sf) or the scissors mode (i = sc).

Following the A and deformation dependences of
both the spin-flip and scissors mode resonances predicted
within the D1M+QRPA approach, the energy, width and
strength of the Lorentzian-type function have been deter-
mined in a simple manner. The D1M+QRPA calculations
predict that, globally, the spin-flip peak energy scales like
A−1/6 and the peak strength increases linearly with A, so
that the peak cross section scales like A5/6. For the scis-
sors mode, present only in deformed nuclei, the centroid
energy remains rather constant between 4MeV for light
nuclei and 3MeV for heavier ones. It can be rather well
described by the simple A−1/10 decreasing function [146],
while the peak strength fsc = σsc/Esc is found to be glob-
ally proportional to A and to the quadrupole deformation
parameter β2. The amplitude of the strength is then de-
termined by comparing the M1 approximation (eq. (23))
with existing data, namely ARC data [60] for the spin-flip
model and NRF data [197] in the rare-earth region for the
scissors mode.

When considering the deexcitation PSF, deviations
from the photoabsorption strength can be expected, es-
pecially for γ-ray energies approaching the zero limit. In
particular, shell-model calculations [129, 182–188] predict
an exponential increase of the M1 deexcitation PSF at de-
creasing γ-ray energies approaching zero. Such an upbend
of the PSF observed experimentally (see e.g. [198, 199])
has therefore been assumed to be of M1 nature, though
no strong experimental evidence for this assignment ex-
ists at the moment [71]. For the deexcitation M1 PSF,
the zero-Eγ limit determined in ref. [191] can be added to
the photoabsorption expression, leading to

←−−−−
fSMLO

M1 (Eγ) =
−−−−→
fSMLO

M1 (Eγ) + C exp(−ηEγ), (24)

where the parameters C and η can be tuned on available
shell-model and low-energy experimental results [146,191].

The final parameters of the three M1 modes read

– the spin-flip resonance: σsf = 0.03A5/6 mb, Esf =
18A−1/6 MeV and Γsf = 4MeV;

– the scissors mode: σsc = 10−2|β2|A9/10 mb, Esc =
5A−1/10 MeV and Γsc = 1.5MeV;

– the upbend: η = 0.8 and C = 3.5×10−8 e−6β2 MeV−3,

where the final amplitude of the spin-flip and scissors
mode strength has been globally tuned on ARC and NRF
data. The quadrupole deformation parameter β2 can be
extracted from mean field calculations, such as HFB [196].
More details can be found in ref. [146].

4.3 Mean-field + QRPA model

With respect to phenomenological approaches that have
just been described, the reliability of the PSF predictions
can be greatly improved by the use of microscopic or
semi-microscopic models. Such an effort can be found in
refs. [157, 174, 189–191, 200] where a complete set of E1
and M1 PSFs was derived from mean field plus QRPA
calculations. When compared with experimental data and
considered for practical applications, all mean field plus
QRPA calculations need however some phenomenologi-
cal corrections. These include a broadening of the QRPA
strength to take the neglected damping of collective mo-
tions into account as well as a shift of the strength to lower
energies due to the contribution beyond the 1 particle –
1 hole excitations and the interaction between the single-
particle and low-lying collective phonon degrees of free-
dom [160–168,176,177]. In addition, most of the mean field
plus QRPA calculations assume spherical symmetry, so
that phenomenological corrections need to be included in
order to properly describe the splitting of the giant dipole
resonance in deformed nuclei. State-of-the-art calculations
including effects beyond the 1 particle – 1 hole excitations
and phonon coupling are now available [160–168,176,177]
but they remain computer-wise intractable for large-scale
applications.

Axially-symmetric-deformed QRPA calculations based
on HFB calculations using the finite-range Gogny interac-
tion have been shown to provide rather satisfactory pre-
dictions of the E1 and M1 strengths [154, 156, 157, 159,
191, 200, 201]. The effects beyond the 1 particle – 1 hole
QRPA are empirically included by considering an energy
shift that increases with energy. More specifically, both
the E1 and M1 QRPA strengths are shifted by an en-
ergy of Δ = 0.5MeV for Eγ ≤ 0.5MeV, Δ = 2.5MeV
for Eγ = 18MeV and Δ = 5MeV for Eγ ≥ 21MeV. For
energies in the 0.5 ≤ Eγ ≤ 21MeV range, the energy
shift Δ is interpolated linearly between the anchor values
at 0.5, 18 and 21MeV. Similarly, an empirical damping of
the collective motions is introduced in the QRPA strength
by folding each E1 strength by a SLO function of width
Γ that has been adjusted on photoabsorption data and
is assumed to differ for both possible projections K of
the angular momentum, but also to be dependent on the
atomic mass A and the quadrupole deformation β2. More
precisely, for the E1 strength, the width is expressed as
Γ (K = 0−) = Γ0/(1+β2) and Γ (K = 1−) = Γ0×(1+β2),
where Γ0 (MeV) = 7 − A/45 for A ≤ 200, and 2.5MeV
otherwise. For the M1 strength, a constant value of Γ =
0.5MeV is adopted [200]. Note that these QRPA calcu-
lations are applied to even-even nuclei, the PSF for odd
nuclei being derived by interpolation [157].The resulting
model is referred to as D1M+QRPA.

When considering the deexcitation PSF, deviations
from the photoabsorption strength are expected, espe-
cially for γ-ray energies approaching the zero limit.
As proposed in ref. [191], a constant E1 strength and
an M1 upbend, both inspired by shell-model calcula-
tions can be assumed for γ-ray energies approaching
zero [129, 182–188]. The E1 and M1 PSFs, including
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the low-energy contributions and hereafter denoted as
D1M+QRPA+0lim, finally read
←−−−−
fQRPA

E1 (Eγ) = fQRPA
E1 (Eγ) + f0U/[1 + e(Eγ−E0)] (25)

←−−−−
fQRPA

M1 (Eγ) = fQRPA
M1 (Eγ) + C e−ηEγ , (26)

where fQRPA
X1 is the D1M+QRPA dipole strength at the

photon energy Eγ , U is the excitation energy of the initial
deexciting state and f0, E0, C, and η are free parameters
that have been adjusted on shell-model results and avail-
able low-energy experimental data such as those obtained
with the Oslo method (see e.g. [198,199,202]), the average
radiative widths [2] or MSC and MD spectra [203]. Such
a study [191,203] led to f0 = 10−10 MeV−4, E0 = 3MeV,
η = 0.8MeV−1, and C = 1 × 10−8 MeV−3 for all nu-
clei with A ≥ 105 and C = 3 × 10−8 exp(−4β2)MeV−3

for lighter nuclei [203] (where the quadrupole deformation
parameter β2 is taken consistently from HFB calculations
based on the D1M Gogny force [196]). The deformation
dependence of the zero-Eγ limit C is mainly based on
shell-model calculations [183, 186–188], the M1 upbend
being less pronounced for deformed nuclei for which part
of the strength is transferred into the scissors mode region.

5 Comparison between experiments and
models

In addition to capturing the underlying physics, the rec-
ommended theoretical models of dipole PSF should also
be able to reproduce the existing experimental data. The
PSF data described in sects. 2 and 3 are available for a
relatively large number of nuclei and span a broad region
of γ-ray energies of ∼ 1–25MeV, allowing us to probe ei-
ther the E1 and M1 components separately or the total
dipole PSF. In the present section, the theoretical models
described in sect. 4 are compared with the following data:

– NRF data for the total dipole strength below Sn for 23
nuclei; the extraction of PSF is sensitive to the adopted
NLD model; NRF methods also provide integrated M1
strength for about 47 nuclei in the 2–4MeV region;

– Oslo data for the total dipole PSF below Sn for 72
nuclei; the extraction of PSF is sensitive to the adopted
normalisation for both the PSF and NLD;

– ARC and DRC data in the 5–8MeV region for 88 nu-
clei which are available separately for the E1 and M1
modes; extracted PSF values are sensitive to the sys-
tematics adopted within the normalisation procedure;

– PSFs determined from intensities of primary transition
following the thermal neutron capture, including E1
data for 206 nuclei and M1 data for 153 nuclei;

– (p, γ) data for 22 nuclei with 50 � A � 90 in the
energy range of 1–4MeV below the proton separation
energy;

– (p,p′) data for 96Mo, 120Sn and 208Pb available sepa-
rately for the E1 and M1 modes;

– Photoneutron and photoabsorption data for 159 nuclei
which are sensitive to the dominant E1 PSF in the
GDR region;

– Singles γ-ray spectra from thermal neutron capture
yielding information on the PSF below Sn for 5 nuclei;
comparative simulations are sensitive to the adopted
NLD model;

– MSC and MD spectra from individual neutron res-
onances yielding information on the PSF below Sn.
Simulations are sensitive to the adopted NLD model.
The comparison was performed for 15 nuclei, in some
of them for spectra from resonances of different spin
and parity;

– TSC spectra following thermal neutron capture for 2
nuclei; predictions are sensitive to the adopted NLD
model

– Average radiative width 〈Γγ〉 yielding information on
the integrated PSF below Sn for 228 nuclei; estimates
of the average radiative width are sensitive to the
adopted NLD model;

– MACS at 30 keV yielding information on the inte-
grated PSF below Sn for 240 nuclei; estimates of the
MACS are sensitive to the adopted NLD model.

Comparisons between the above-mentioned data
and the two theoretical models, namely SMLO and
D1M+QRPA+0lim, are illustrated in the following
subsections.

5.1 Comparison with NRF data

The total dipole PSFs extracted from NRF measurements
are compared with the SMLO and D1M+QRPA models
in fig. 15 for all the 23 different nuclei for which data exist.
Data extend from the neutron separation energy down to
around 4–5MeV. Note that in this case, the PSF data cor-
respond to photoexcitation strengths, so that no temper-
ature dependence or additional low-energy contribution is
included in the calculations. A rather fair agreement is ob-
tained, except in some cases like Se isotopes, 139La, 181Ta
or 196Pt for which the energy dependence obtained ex-
perimentally does not agree with the model description.
It should however be stressed that the NRF data pre-
sented in fig. 15 do not include systematic uncertainties
due to model dependencies, except for 89Y and 139La, as
discussed in sect. 3.2.1.

Some extra strength around 6 to 9MeV is observed
in NRF data, especially for nuclei near closed shells. This
strength stems from prominent 1− to 0+ transitions that
in the case of ion-induced reactions are mixed with many
other transitions. It could consequently be attributed to
the experimental method itself, as discussed in sect. 3.2.1.
Without a full uncertainty analysis to reveal the impact
of input NLD models on the shape and magnitude of the
PSF, we are unable to draw any definite conclusions about
the agreement between experiment and model calcula-
tions. In addition, discrepancies between PSFs obtained
with different methods are also observed for some of these
nuclei, as discussed in sect. 6.1 (see in particular fig. 41).
For this reason, the presence of a low-lying dipole strength,
known as the pygmy resonance, is not discussed here. The
readers are referred to ref. [148].
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Fig. 15. Comparison between experimental total dipole PSFs extracted from NRF data (sect. 3.1.1) (black squares) and theo-
retical T = 0 SMLO (blue lines) and D1M+QRPA (red lines) models (without the zero energy limit). Systematic uncertainties
due to model dependencies are only included for 89Y and 139La (open squares).

In fig. 16, we compare the experimental E1 and M1
PSFs of the slightly deformed 128Xe and spherical 134Xe
and 138Ba nuclei obtained with quasi-monoenergetic and
linearly polarized γ-ray beams art HIγS [35, 36] with the
D1M+QRPA and SMLO models. Like in fig. 15, the dom-
inant E1 strength obtained with NRF differs from the
Lorentzian-like theoretical PSFs in the 6–9MeV region.
As can be seen in fig. 16, the SMLO width for the M1
spin-flip mode is assumed to be constant (i.e. A- and Eγ-
independent), in contrast to what is obtained with the
D1M+QRPA calculation and observed experimentally.

The NRF method also allows to estimate the inte-
grated strength that can provide valuable information on
the low-energy PSF, especially for the M1 mode [79,204–
214]. Figure 17 compares the integrated experimental M1
strength obtained from (γ, γ′) NRF experiments with the
one predicted by the SMLO and D1M+QRPA models for
the rare-earth nuclei with 140 � A � 195. The data
integrated over energies ranging from 2 to 4MeV typi-
cally correspond to the scissors mode (circles in fig. 17).
Overall agreement is observed between experimental and
calculated integrated strength. In the deformed-spherical
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Fig. 16. Comparison between experimental E1 (blue squares)
and M1 (red dots) PSFs extracted from NRF data for 128Xe,
134Xe [36] and 138Ba [35] and theoretical T = 0 SMLO (dashed
lines) and D1M+QRPA (solid lines) models (without the zero
energy limit). The E1 PSFs are shown in blue and the M1 in
red.

transition region around A = 180–190, the SMLO model
tends to overestimate the experimental data due to uncer-
tainties in the determination of the quadrupole deforma-
tion parameter [146]. A better description is found with
the D1M+QRPA model.

The excitation energy of the scissors mode is found
to be systematically located around 3MeV for all rare-
earth nuclei for which experimental data is available [33,
197]. Both the D1M+QRPA and SMLO mean energies are
compatible with the measured data [146,200].

5.2 Comparison with Oslo data

The total dipole PSFs obtained by the Oslo method are
compared with the SMLO and D1M+QRPA models in
figs. 18–20 for all the 72 nuclei for which data exist. An
uncertainty analysis including model dependencies, as dis-
cussed in sect. 3.2.2, has only been performed in the case

0

1
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3

4

5 Exp
SMLO
D1M+QRPA

140 150 160 170 180 190 200

 B
(M

1)
 (μ

N
2 )

A
Fig. 17. Comparison between experimental [209, 211, 212]
(open circles), SMLO (blue diamonds) and D1M+QRPA (red
squares) values of the integrated strength

P

B(M1)(μ2
N ) for

rare-earth nuclei in the well-defined energy range of 2–4 MeV
corresponding to the measurements.

of 64−65Ni, 69Ni, 89Y, 92Zr, 138–140La and 180–182Ta. This
could explain why global models may deviate for some nu-
clei, such as the Mo or Sn isotopes, since in these cases
the impact of using different NLD models in the extrac-
tion of the experimental PSF has not been investigated
and is therefore, not reflected in the plotted uncertainties.
A comprehensive uncertainty analysis of the Oslo data
(sect. 3.2.2) could consequently help to reconcile exper-
iment and theory. However, for some nuclei, like the Sc
isotopes, a strong modification of the Oslo PSF slope, i.e.
of the NLD normalization, would be required.

It is thus not possible to draw definite conclusions on
the agreement between experimental and model PSFs, as
was also mentioned in sect. 5.1. In the few cases mentioned
above, where an uncertainty analysis has been performed,
the calculations lie within or at the limits of the range
of uncertainties. It should also be noted that the upper
and lower limits in these cases do not correspond to a full
uncertainty analysis, but to a partial analysis including
one or two different NLD models and the uncertainties
of the normalisation and total average radiative width, as
described in sect. 3.2.2. Since the Oslo data describe a
deexcitation strength, the model calculations include here
the low-energy contributions described in sect. 4.

5.3 Comparison with ARC/DRC data

The quasi-monoenergetic representation of PSF values in
the energy window Eγ = 6.5 ± 0.5MeV extracted from
the differential DRC and ARC data (see sect. 2.3) is
compared in fig. 21 with the model predictions averaged
within the same energy interval. The comparison includes
both the E1 and M1 transitions. It is seen that both the
D1M+QRPA+0lim and SMLO models, on average, re-
produce the whole set of ARC data, from the lightest to
the heaviest species. More scatter is obtained for the M1
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Fig. 18. Comparison between experimental total dipole PSFs extracted from the Oslo method (sect. 3.1.2) (black squares) and
theoretical SMLO (blue lines) and D1M+QRPA+0lim (red lines) models for nuclei between Sc and Pd.

PSF, and in particular with D1M+QRPA+0lim, due to
the peaked spin-flip resonance found mainly in spherical
nuclei (see also figs. 22-23).

A more detailed comparison of DRC and ARC data,
now for individual values of fXL, can be found in figs. 22
and 23, respectively. As discussed in sect. 3.1.3, DRC data
are included in the library when no equivalent ARC mea-
surement is available, even if the DRC PSF has been ex-
tracted out of a small number of resonances. In this case, a
large scatter can be expected, as seen in fig. 22, especially
for the lightest nuclei where the non-statistical pattern of
the few resonances DRC data can clearly be observed. In
such cases, a detailed comparison with models is mean-
ingless.

Whenever available, the ARC filtered beam results are
preferred over the DRC data because of the higher statis-
tical accuracy and averaging over a much larger number
of resonances that is involved compared to the DRC data.
This is illustrated in fig. 23 for a sample of 25 nuclei out
of the 54 known cases (see table 1). In this case, it can be
seen that the agreement between ARC and model PSFs is

relatively good for both models and both transition types,
from the lightest to the heaviest nuclei.

5.4 Comparison with thermal neutron data

PSFs from the thermal neutron capture data have been
extracted as described in sect. 3.1.4. The 808 γ-ray binned
PSF data for E1 and M1 components are compared with
model predictions in fig. 24 as a function of the atomic
mass A and in fig. 25 as a function of the γ-ray energy.
Model predictions are seen to globally underpredict the
data within a factor of 10. However, much larger devia-
tions can be observed for both model predictions, espe-
cially for light nuclei. It should, however, be recalled here
(see sect. 3.1.4) that extracting average strengths from this
kind of data is challenging as the resulting PSFs are af-
fected significantly by Porter-Thomas fluctuations. These
data are therefore, expected to have large associated un-
certainties.



Eur. Phys. J. A (2019) 55: 172 Page 27 of 52

10-9

10-8

10-7

10-6

0 5 10 15

121Sn
10-9

10-8

10-7

10-6

0 5 10 15

122Sn
10-9

10-8

10-7

10-6

0 5 10 15

138La
10-9

10-8

10-7

10-6

0 5 10 15

139La

10-9

10-8

10-7

10-6

0 5 10 15

149Sm
10-9

10-8

10-7

10-6

0 5 10 15

151Sm
10-9

10-8

10-7

10-6

0 5 10 15

153Sm
10-9

10-8

10-7

10-6

0 5 10 15

161Dy

10-9

10-8

10-7

10-6

0 5 10 15

164Dy
10-9

10-8

10-7

10-6

0 5 10 15

166Er
10-9

10-8

10-7

10-6

0 5 10 15

167Er
10-9

10-8

10-7

10-6

0 5 10 15

170Yb

10-9

10-8

10-7

10-6

0 5 10 15

180Ta
10-9

10-8

10-7

10-6

0 5 10 15

181Ta
10-9

10-8

10-7

10-6

0 5 10 15

182Ta
10-9

10-8

10-7

10-6

0 5 10 15

196Pt

10-9

10-8

10-7

10-6

0 5 10 15

105Cd
10-9

10-8

10-7

10-6

0 5 10 15

111Cd
10-9

10-8

10-7

10-6

0 5 10 15

106Cd
10-9

10-8

10-7

10-6

0 5 10 15

112Cd

10-9

10-8

10-7

10-6

0 5 10 15

140La

10-9

10-8

10-7

10-6

0 5 10 15

162Dy

10-9

10-8

10-7

10-6

0 5 10 15

171Yb

10-9

10-8

10-7

10-6

0 5 10 15

205Pb

10-9

10-8

10-7

10-6

0 5 10 15

116Sn

10-9

10-8

10-7

10-6

0 5 10 15

148Sm

10-9

10-8

10-7

10-6

0 5 10 15

163Dy

10-9

10-8

10-7

10-6

0 5 10 15

172Yb

10-9

10-8

10-7

10-6

0 5 10 15

117Sn

f 1(M
eV

-3
)

f 1(M
eV

-3
)

f 1(M
eV

-3
)

f 1(M
eV

-3
)

E  (MeV) E  (MeV) E  (MeV) E  (MeV) E  (MeV)

f 1(M
eV

-3
)

E  (MeV)
10-9

10-8

10-7

10-6

0 5 10 15

206Pb

Fig. 19. Same as fig. 18 for nuclei between Cd and Pb.
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Fig. 20. Same as fig. 18 for nuclei between Pb and Pu.
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5.5 Comparison with (p, γ) data

In fig. 26, a comprehensive comparison is shown between
PSFs extracted from (p, γ) data and theoretical SMLO
and D1M+QRPA+0lim predictions for the 22 nuclei for
which data exist. In some cases, in particular for the Mn,
Co, Cu and Zn isotopes, the agreement is rather poor. New
proton capture measurements, including a detailed analy-
sis of both experimental and theoretical uncertainties, are
recommended to confirm the determination of the PSF.
For heavier nuclei, including 90Zr for which data up to the
GDR region is available (see also fig. 41), the agreement
between experiment and models is quite satisfactory and
shows the relevance of this method for extracting PSFs.

5.6 Comparison with (p, p′) data

We show in fig. 27 the E1 and M1 PSFs extracted from
(p,p′) experiments [74, 75, 105] for 120Sn and 208Pb. As
pointed out in sect. 4.2, SMLO GDR parameters have
been adjusted on photoneutron data, so that the location
and width of the E1 strength reproduce rather well the

(p,p′) data in the GDR region, as expected. In contrast,
the D1M+QRPA model is a global approach and while
it reproduces rather well the 120Sn data in the GDR re-
gion, discrepancies are seen for 208Pb. As far as the M1
PSF is concerned, the experimental PSF is in rather good
agreement with the SMLO spin-flip resonance for 120Sn
(though the centroid energy is about 1.5MeV too low),
but not for 208Pb. D1M+QRPA calculation gives a fair
description of 208Pb M1 data, but cannot reproduce the
120Sn data. Note that the 96Mo (p,p′) data [20] are not
discussed separately here, but will be compared with data
obtained from other methods in sect. 6.1 (see in particular
fig. 40).

5.7 Comparison with photodata

Figures 28-29 compare the PSFs extracted from experi-
mental photoabsorption and/or photoneutron cross sec-
tions with the SMLO and D1M+QRPA PSFs for a sam-
ple of 60 nuclei out of the 159 for which photodata is
available. We recall that the SMLO calculations and the
corresponding E1 Lorentzian GDR parameters have been
directly adjusted to experimental photonuclear cross sec-
tions [86, 106] and therefore, the global comparison in
figs. 28-29 illustrates the quality of the fitting procedure
as well as the adequacy of the Lorentzian phenomenolog-
ical approach to describing the E1 PSF. In contrast, the
D1M+QRPA model is a global model that has not been
tuned on individual cross sections, but globally renormal-
ized, as described in sect. 4.3, to account for missing ef-
fects, such as contributions beyond the 1 particle – 1 hole
excitations and the interaction between the single-particle
and low-lying collective phonon degrees of freedom. This
global renormalisation is shown in figs. 28-29 to lead to
a rather satisfactory description of the E1 PSF in the
GDR region, though for light nuclei, the centroid energy
is usually found at lower energies than observed. The K-
dependence introduced in the E1 spreading width Γ (K)
(see sect. 4.3) is found to give the correct hierarchy be-
tween the two GDR peaks in the case of deformed nuclei.

5.8 Comparison with singles spectra from cold neutron
capture

Unfolded singles spectra obtained from cold neutron cap-
ture can provide important constraints on the PSF and
NLD models. Due to the low neutron energy, the angu-
lar distribution of the γ-rays is isotropic, simplifying the
determination of the experimental γ-ray branching ratios.
Experimentally it is possible to provide γ-ray multiplic-
ity Mγ based on the unfolded spectrum using the internal
cross section calibration and the total radiative capture
cross section. The multiplicity is a ratio of the sum of par-
tial γ-ray production cross sections in the spectrum and
total cross section. Once the spectrum is well described
by the model, the observed multiplicity is correctly pre-
dicted. However, the inverse is not true, reproducing the
experimental multiplicity does not imply that the model
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Fig. 22. Comparison between experimental PSFs extracted from DRC data and theoretical predictions, SMLO (dashed lines)
and D1M+QRPA+0lim (solid lines). Blue squares and lines correspond to the E1 PSFs and red circles and lines to the M1
PSFs.

is correct. In the current version of the BITS code (see
sect. 2.9.1), only the lowest multipolarity is taken into the
account to generate the average partial widths from the
PSFs used to calculate the branching ratios above the crit-
ical energy. The discrete level part of the decay scheme is
built up from the ENSDF library data [4]. The experimen-
tal branching ratios below the critical energy are adopted
from intensities measured in the present study and the
ENSDF conversion coefficients are included to estimate
the electromagnetic decay probability. When no experi-
mental conversion coefficient is available, it is calculated
for the lowest multipolarity and the corresponding type
using the BrICCs code [215]. Above the critical energy,
the electromagnetic decay probability does not include the

mixing ratio and is calculated for the lowest multipolarity.
The mixing ratio can significantly influence the simulation
results which is practically limited to the case of M1 plus
E2 mixing through the PSF choice in the determination
of the transition width. Because it is generally not known
for higher lying levels, we neglect this possibility by con-
sidering the lowest multipolarity. The electron conversion
however may significantly influence the modelling results,
since the low-energy transitions in high mass nuclei will
not appear in the decay spectrum but appears as feeding
of the final levels; this requires double administration of
the transition matrix elements which is implemented in
the BITS model. This effect is expected in the case of an
E2 transition below 300 keV and M1 below 1MeV, but
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Fig. 23. Comparison between experimental PSFs extracted from ARC data and theoretical predictions, SMLO (dashed lines)
and D1M+QRPA+0lim (solid lines) for a sample of 25 nuclei. Blue squares and lines correspond to the E1 strength and red
circles and lines to the M1 strength.

is negligible above 0.1MeV for E1 transitions in heavy
nuclei, such as actinides.

An example of modelling singles γ-ray spectra is given
in fig. 30 for the 242Pu(n, γ)243Pu reaction. The experi-
mental spectrum is compared with simulations performed
using D1M+QRPA+0lim and SMLO models for the PSF,
combined with the HFB plus combinatorial NLD [127].
The D1M+QRPA+0lim describes the shape of the ex-
perimental spectrum fairly well, though the low-energy
part of the spectrum, including the highest intensity γ-
lines, is underestimated. This can be clearly seen in fig. 31
where the running sum of probabilities are shown as a
function of the photon energy. To achieve a better agree-

ment for the running sum of probabilities, an additional
low-energy E1 strength would be required to the PSF to
enhance intensities in the whole energy region. A shift of
about 0.2MeV on the M1 scissors mode responsible for
the 1.8MeV bump would also improve both the running
sum of probabilities and the agreement with the spectra
(fig. 30). For the calculation based on the SMLO PSF,
while the running sum of probability is closer to experi-
ment (fig. 31), surprisingly the E1 and M1 PSF compo-
nents provide the same intensity pattern in the spectrum
(see upper panel of fig. 30), leading to an overestimate of
the γ-decay probability in the 1MeV region. Another dif-
ference with the D1M+QRPA+0lim model is the missing
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Fig. 24. Ratio between experimental E1 (blue circles) and
M1 (red squares) PSFs from primary transitions from thermal
neutron capture data and theoretical predictions, SMLO (up-
per panel) and D1M+QRPA+0lim (lower panel), as a function
of the atomic mass.

M1 scissors mode bump at 1.8MeV, which, for SMLO,
is located at higher energy, around 2.8MeV, where it has
little influence on the high energy spectrum.

Similar, or even better, agreements have been obtained
for the 72Ge(n, γ)73Ge, 73Ge(n, γ)74Ge, 77Se(n, γ)78Se as
well as 113Cd(n, γ)114Cd. In the cases where two capture
spins are available, i.e. for the odd-A target, one of the
capture spin gives a better description than the other. The
final result can be obtained by a weighted sum of both spin
contributions where the weighting factor can be obtained
from the cross section contribution of resonances with the
corresponding spin. The generally good description of the
continuum part of the studied reactions supports the use
of D1M+QRPA+0lim PSF in combination with the HFB
plus combinatorial NLD for the description of the γ-decay.

5.9 Comparison with multi- and two-step cascade
spectra

Similarly to singles spectra from thermal (cold) neutron
spectra, information on PSF can be obtained also from
coincidence γ-ray spectra following radiative capture of
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Fig. 25. Ratio between experimental E1 (blue circles) and
M1 (red squares) PSFs from primary transitions from thermal
neutron capture data and theoretical predictions, SMLO (up-
per panel) and D1M+QRPA+0lim (lower panel), as a function
of the γ-ray energy.

slow neutrons. Two observables from the γ decay of indi-
vidual resonances are used to compare model predictions
with simulations. Specifically, the observables are the MD
and MSC spectra from γ cascades that have deposited all
the energy of the cascade in the detector (see sect. 2.9.2).
In reality, a range of sum-energies, typically about 1MeV
wide is used [203]. Such cuts on the energy sum help to
suppress possible contributions from the background and
impurities in the target. In the case of MSC spectra, these
cuts also make some of the structures observed in the spec-
tra more pronounced.

The measured MD and MSC spectra are products of
a complex interplay between the PSFs of different mul-
tipolarities, NLD and the detector response to individual
cascades. The cascades derived from the different PSF and
NLD models were generated with the help of the Monte
Carlo DICEBOX code [42, 43]. The code allows to treat
the expected Porter-Thomas fluctuations of partial radi-
ation widths via the concept of nuclear realizations, i.e.
different sets of all levels and partial radiation widths in
a simulated nucleus. Individual nuclear realizations yield
different predictions of observables even for a fixed com-
bination of the PSF and NLD models and the spin and
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Fig. 26. Comparison between experimental PSFs extracted from (p, γ) data and SMLO (blue lines) and D1M+QRPA+0lim
(red lines) models for the 22 nuclei for which data exist.

parity of the capturing state. For each tested combina-
tion of the PSF and NLD models, 15 different nuclear
realizations were simulated. The response of the DANCE
detector to each simulated cascade was then determined
using the Monte Carlo GEANT4-based code [44,216].

The MD and MSC spectra were constructed separately
from each simulated nuclear realization and were normal-
ized to give the same area of the sum-energy spectra for
multiplicities M = 2 − 7 and the chosen sum-energy cut;
for details see ref. [203] and references therein. The range
of predictions corresponding to two standard deviations
(average ± standard deviation) from individual nuclear
realizations is illustrated in figs. 32–34. Simulated MSC
spectra are normalized to experimental ones using one
(common for all M) normalization factor, again to give

the same area in the sum-energy spectra for M = 2–7.
The absolute scale on the vertical axes of MSC spectra is
arbitrary but the relative contributions of different M are
kept.

A detailed comparison of simulations obtained with
different ingredients in the D1M+QRPA+0lim PSFs was
performed in ref. [203] for spectra from 15 different nu-
clei, sometimes from resonances with different spins (and
parities). In the simulations of ref. [203], the size of the
M1 zero-Eγ amplitude C (eq. (26)), the M1 broadening
width ΓM1 and the E1 low-Eγ limit given by the f0 and U
parameters (eq. (26)) were varied. In addition, two signifi-
cantly different NLD models were used in the comparison,
namely the microscopically based HFB plus combinatorial
model [127] and the phenomenological CT plus Fermi gas
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model [117] recommended by the RIPL-3 Library [2]. It
was found that the predicted spectra show sensitivity to
the adopted NLD model.

Although the agreement between experimental and
simulated spectra using the global D1M+QRPA+0lim
model is not always perfect, and, not surprisingly, bet-
ter agreement can be reached with locally adjusted mod-
els or parameters (see original papers with an analysis
of MSC spectra listed in ref. [203]), the predictions of
the global model are acceptable, as discussed in details
in ref. [203]. The smearing width of the M1 PSF, that
need to be applied to D1M+QRPA calculations should be
smaller than about 1MeV. Further, the influence of differ-
ent proposed low-Eγ E1 parametrizations remains small.
This is not that surprising, as the M1 contribution for Eγ

below about 3MeV is expected to be significantly higher
than tested E1 contribution.

The sensitivity to the NLD models is reflected pre-
dominantly in the uncertainty affecting the low-Eγ M1
enhancement. As a result of this sensitivity, a different
enhancement is required to describe experimental data
with different NLD models. In addition, some NLD mod-
els seem not to be able to describe the spectra for some

nuclei, particularly in the case of rare-earth nuclei [203]. In
any case, the comparison of MSC spectra indicates that
the contribution of the scissors mode is reasonably well
described by the D1M+QRPA+0lim model and that data
seem to be compatible with a non-negligible M1 low-Eγ

strength in all the tested nuclei.
A phenomenological parametrization was proposed for

the low-energy limit C of the D1M+QRPA+0lim model
from the comparison between predictions and experi-
ment [203]. As discussed in sect. 4.3, the form of the
parametrization is partly based on the expectation of the
shell-model calculations. A comparison for more nuclei
with A < 100 would however be needed to get more reli-
able information on the low-Eγ limit for these nuclei.

Similar comparisons have been made also for predic-
tions of the SMLO model. In this case, we fixed the param-
eters of the M1 spin-flip mode, the scissors mode as well
as of the low-Eγ limit to the values proposed in sect. 4.2
(eqs. (23)-(24)).

Examples of the agreement between the MD spectra
predicted with both the D1M+QRPA+0lim and SMLO
models and experiment can be found in fig. 32 for four
nuclei. The MSC spectra for the same nuclei are com-
pared in figs. 33 and 34. The overall quality of the de-
scription of the experimental spectra with the SMLO pre-
dictions seem to be slightly worse than that with the
D1M+QRPA+0lim model. The influence of the adopted
NLD models on predictions was similar to that found with
the D1M+QRPA+0lim model; the same two NLD mod-
els used as in combination with the D1M+QRPA+0lim
model were tested.

The proposed systematics of the low-Eγ limit in the
SMLO model in combination with the HFB plus combi-
natorial NLD model leads to a MD slightly shifted toward
lower values if compared to experiment. The trend is even
more pronounced if the SMLO PSF model is combined
with the CT plus Fermi gas model of NLD. In addition,
the position of the scissors mode in U isotopes (around
3MeV in the SMLO model) leads to the absence of bumps
near 2MeV in M = 3–4 spectra.

Predictions from the statistical model were also com-
pared for TSC spectra following thermal neutron capture
for 96Mo and 156Gd nuclei, as shown in figs. 35 and 36, re-
spectively. Simulation of γ cascades was again performed
with the DICEBOX code.

Similarly to MD and MSC spectra discussed above, the
reproduction of experimental spectra is not perfect, as can
be expected from global models. The D1M+QRPA+0lim
model seems to give a better reproduction of 156Gd spec-
tra than the SMLO model which indicates that the scis-
sors mode for this nucleus is better described by the
D1M+QRPA+0lim model.

5.10 Average radiative width

The average radiative width, as given by eq. (11), is an
additional source of indisputable information on global
PSFs behavior below Sn. It has been a long-standing
problem that the phenomenological SLO models for the
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Fig. 28. Comparison between experimental E1 PSFs extracted from photonuclear cross sections (open circles) and D1M+QRPA
(red lines) and SMLO (blue lines) strengths for a sample of 30 nuclei between Fe and Ce.

Table 2. εrms and frms for the theoretical to experimental
ratios of both 〈Γγ〉 and the MACS 〈σ〉. Theoretical estimates
are obtained with the present SMLO and D1M+QRPA+0lim
recommended strengths. Both the CT plus Fermi gas [117] and
the HFB plus combinatorial (Comb) [127] models of NLD are
considered.

〈Γγ〉 〈σ〉
εrms frms εrms frms

SMLO (Comb) 0.90 1.45 1.11 1.47

SMLO (CT) 0.74 1.62 0.98 1.40

D1M+QRPA+0lim (Comb) 1.02 1.27 1.30 1.55

D1M+QRPA+0lim (CT) 0.90 1.32 1.15 1.40

E1 strength overestimate the average radiative width
〈Γγ〉 significantly, while an improved and widely used
version of these phenomenological models, the so-called
GLO model [2, 25], underestimates it. Such deviations
are discussed in detail in ref. [191]. In fig. 37, we com-
pare the 228 experimental average radiative widths for

nuclei lying between 33S and 251Cf with the SMLO and
D1M+QRPA+0lim predictions. The low-energy M1 com-
ponents, i.e. the scissors mode for deformed nuclei and
the upbend, are found to have non-negligible contribu-
tions to the 〈Γγ〉 integral (eq. (11)), though they were
not taken into account in the traditional Lorentzian ap-
proach [2, 25]; this explains why the GLO model tends to
underestimate the experimental 〈Γγ〉. Both the SMLO and
D1M+QRPA+0lim PSF models are found to be globally
in agreement with experimental data, as shown in fig. 37
and seen from the root mean square (rms) deviations given
in table 2, where the εrms and frms deviation factors are
defined as

εrms = exp

[
1

Ne

Ne∑

i=1

ln ri

]

(27)

frms = exp

[
1

Ne

Ne∑

i=1

ln2 ri

]1/2

, (28)
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Fig. 29. Same as fig. 28 for a sample of 30 nuclei between Nd and U.

where Ne is the number of experimental data and ri is,
for each data point i, the ratio of theoretical to exper-
imental 〈Γγ〉 which takes into account the experimental
uncertainties δexp affecting 〈Γγ〉. More precisely, the ratio
r is calculated as follows:

r =
〈Γγ〉th

〈Γγ〉exp − δexp
if 〈Γγ〉th < 〈Γγ〉exp − δexp

=
〈Γγ〉th

〈Γγ〉exp + δexp
if 〈Γγ〉th > 〈Γγ〉exp + δexp

= 1 otherwise. (29)

As seen from eq. (11), the average radiative width is
also sensitive to the spin- and parity-dependent NLD. For
this reason, the average radiative widths shown in fig. 37
have been obtained with two fundamentally different NLD
models, namely the HFB plus combinatorial model [127]
and the CT plus Fermi gas [117]. The sensitivity to the
NLD is depicted by the error bars in fig. 37. The HFB
plus combinatorial NLD model is seen to give rise to larger
values of the average radiative width with respect to the
CT plus Fermi gas model. This result is also reflected in

the average rms deviations given in table 2. Globally, as
reflected by the frms factors, the SMLO model is found
to reproduce experimental 〈Γγ〉 within 45–60% while the
D1M+QRPA+0lim is slightly more accurate with approx-
imately 30% accuracy.

5.11 Maxwellian-averaged cross sections at 30 keV

Similarly to the average radiative width, the Maxwellian-
averaged cross section also yield global information on
PSFs below the neutron separation energy. In fig. 38 we
compare, for nuclei with 20 ≤ Z ≤ 83, the 240 experimen-
tal neutron-capture Maxwellian-averaged cross sections
(MACS) [102, 103] at a neutron energy of kT = 30 keV
(assuming the target in its ground state only) with the
MACS estimated by the TALYS [101] reaction code using
either the SMLO or the D1M+QRPA+0lim PSF mod-
els. Both the HFB plus combinatorial and CT plus Fermi
gas models of NLD are considered, as in previous sec-
tions. Note that in the TALYS calculation of the MACS
〈σ〉, the PSF is not renormalized so as to reproduce the
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experimental average radiative width; the capability of
the models to reproduce experimental average radiative
widths is described in the previous sect. 5.10. Only nuclei
with Z ≥ 20 are considered in the comparison to ensure
the validity of the Hauser-Feshbach approach, the cross
section for lighter nuclei being affected by contributions
from direct reactions [217] and by the resolved resonance
regime [218] at the 30 keV neutron energies considered
here.

The deviation from experimental data can be char-
acterized by the same rms factors, εrms and frms, as de-
fined for the average radiative width (eqs. (27)-(28)), with
ri = 〈σ〉ith/〈σ〉iexp. In this case, the experimental error
bars are usually rather small (a few percent) [102, 103],
so that the uncertainties δexp have a small impact on
the calculation of the rms factors. As shown in table 2,
the MACS are well reproduced by both the SMLO and
D1M+QRPA+0lim PSFs with an accuracy of 40–50%
(i.e. frms � 1.40–1.50). MACS, like average radiative
widths, are sensitive to the NLD model adopted in the cal-
culations. The sensitivity to the NLD model is illustrated
in fig. 38 and table 2 where both the CT plus Fermi gas
and HFB plus combinatorial models are considered in the
calculation of the MACS.

6 IAEA PSF reference database

The IAEA PSF database aims to be an internationally
recognised database of experimental, recommended and
theoretical PSFs. As such, it contains all the available PSF
data measured via the experimental techniques described
in this report (sects. 2 and 3) as well as the theoretical
PSFs described in sect. 4.

6.1 The experimental PSF database

For the experimental PSF database, data are stored in
separate data files per nuclide and for each measured mul-
tipolarity XL, if available, or total L. The data files con-
tain information on the nuclide (Z,A), multipolarity XL,
units and data format, as well as the reference of the pub-
lication. Each data file is accompanied by a README
file which contains information on the measurement tech-
nique, the assumptions and models used as input in the
data analysis, the uncertainty budget, energy cut-offs and
data omitted in the data files where needed, e.g. data
points below Sn+Δε and above εQD in photonuclear data.
The database contains the following PSF data (described
in sect. 3.1):

– NRF measurements for 23 nuclei with Z = 32–78 (to-
tal of 31 files);

– charged-particle reaction data with the Oslo method
for 72 nuclei with Z = 21–94 (total of 113 files);

– ARC/DRC measurements for 88 nuclei with Z = 9–94
(total of 193 files);

– thermal neutron capture data for 209 nuclei with Z =
3–96;



Eur. Phys. J. A (2019) 55: 172 Page 37 of 52

Multiplicity
1 2 3 4 5 6 7 8

R
el

at
iv

e 
In

te
ns

ity

0

0.1

0.2

0.3

+Mo, 396

Multiplicity
1 2 3 4 5 6 7 8

R
el

at
iv

e 
In

te
ns

ity

0

0.1

0.2

0.3

+Mo, 398

Multiplicity
1 2 3 4 5 6 7 8

R
el

at
iv

e 
In

te
ns

ity

0

0.1

0.2

0.3

-Gd, 2156

Multiplicity
1 2 3 4 5 6 7 8

R
el

at
iv

e 
In

te
ns

ity

0

0.1

0.2

0.3

-Dy, 2164

Fig. 32. The MD from the decay of 3+ resonances in 96Mo and 98Mo, and 2− resonances in 156Gd and 164Dy, as measured
by the DANCE detector. The color symbols correspond to experimental data from different resonances, the black hatched area
and the gray band to predictions from simulations (average ± one standard deviation) with SMLO and D1M+QRPA+0lim,
respectively. The HFB plus combinatorial model of NLD is used for all simulations.

– (p, γ) measurements for 22 nuclei with Z = 22–40 (to-
tal of 38 files);

– ratio method measurement for 1 nucleus, 95Mo (1 file).
– (p,p′) measurements for 3 nuclei, 96Mo, 120Sn and

208Pb (total of 5 files);
– E1 photodata for 159 nuclei with Z = 3–94 (total of

465 files).

An overview of the PSF data extracted from the various
sources and compiled in the database is shown in fig. 39
which illustrates the extent of the experimental effort per-
formed up to now.

To illustrate the variety of data, we show in fig. 40 the
extracted PSFs for the 9 Mo isotopes for which data exist.
Below the neutron separation energy, deviations between
the different Oslo and NRF methods can be observed.
These, together with the uncertainties associated to each
of these methods, are discussed in sect. 3.2. NRF measure-
ments usually lead to higher PSFs below Sn, but may be
compatible with the Oslo data when all systematic uncer-
tainties are included. A non-negligible spread can also be
seen with respect to ARC data, for example for nuclides
96Mo and 98Mo. A relatively satisfactory smooth transi-
tion between data below and above the neutron threshold
can be observed, despite the 1 − 2MeV energy gap that
can exist between PSFs extracted from photonuclear data
and other methods.

Recent (p,p′) data for 96Mo [20] are seen to bridge this
gap around the neutron threshold, and are also found to
be in agreement with NRF data. Future analysis of the
model-dependent methods could take advantage of this
alternative experimental method to further constrain the
measurements.

In fig. 41, we illustrate the available PSF data for
90Zr, 181Ta, 196Pt and 206Pb for which different meth-
ods have been used to extract the PSFs. As with the Mo
isotopes, discrepancies are observed among the PSFs ex-
tracted from NRF, Oslo method, ARC and (p, γ) methods
below Sn. Differences also appear among the many pho-
tonuclear data at energies above the GDR peak.

In cases, where multiple measurements yield dis-
crepant PSFs, it is highly desirable to recommend the
most reliable data set to the user community. In the par-
ticular case of photodata PSFs, several photoabsorption
measurements can exist that may lead to rather differ-
ent PSFs especially at energies above the GDR peak, as
illustrated for example by the 181Ta case in fig. 41. For
each nucleus, a single PSF data set is therefore recom-
mended based on the recently re-evaluated photonuclear
reaction cross sections [86]. The new evaluations were per-
formed by the CRP for the “Updated IAEA Photonuclear
Data Library” [86]. In cases where a CRP evaluation was
not performed, the recently published recommendations
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Fig. 33. The MSC spectra from 3+ 96Mo and 98Mo resonances, as measured with the DANCE detector. The color lines
correspond to experimental data, the black hatched area and the gray band to predictions from simulations (average ± one
standard deviation) with the SMLO and D1M+QRPA+0lim, respectively. The HFB plus combinatorial NLD model is used in
all simulations.

of ref. [106] are adopted. These recommendations are
based on an assessment of the experimental data using
the method of Varlamov et al. [84] and on systematics of
neighbouring nuclei.

As all other methods used to extract PSFs below Sn

depend strongly on the models used to calculate input pa-
rameters or reference data used for normalization, a full
uncertainty analysis is required before an evaluation and
recommendation can be made. Such an analysis has only
partially been performed within the CRP for 2 cases, 89Y
and 139La, for which both NRF and Oslo data exist and
the required information was available. Despite the effort

however, we were unable to find problems with any of the
available data sets and could not reconcile the data within
the partial uncertainty ranges. The recommendation of a
single data set is thus not possible, with the exception of
74Ge, where both the NRF and Oslo data give compatible
results and thus both data files can be recommended to
the community. The user is advised to consult the global
model calculations described in sect. 4 which have reason-
able predictive power or at least could set the systematic
trend. On the other hand, new measurements of the PSF
for at least 89Y and 139La are strongly encouraged, us-
ing possibly other methods and/or reactions as well, to
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Fig. 34. Same as in fig. 33 but for 2− 156Gd and 164Dy resonances.

help resolve the discrepancies observed in these nuclei and
many others, and allow us to recommend a unique PSF
data set.

6.2 Theoretical PSF database

Calculations of E1, M1, and total dipole PSFs have been
made using the D1M+QRPA+0lim and SMLO models
described in sect. 4 for all the nuclei for which experi-
mental PSF data sets exist and are compiled in the ex-
perimental database as mentioned in the previous section.
Globally, both models have proven their capacity to repro-
duce the bulk of experimental data. As detailed in sect. 4,

while the SMLO PSF has been fitted directly on pho-
toabsorption cross section data, the D1M+QRPA+0lim
PSFs have been only globally adjusted. The photoabsorp-
tion D1M+QRPA calculations for both the E1 and M1
PSFs are stored in tabulated form in data files per ele-
ment for energies from 0 to 30MeV by step of 0.1MeV.
Similarly, the E1 SMLO PSFs have been estimated at
11 different temperatures and tabulated on the same en-
ergy grid in separate columns in the data files. The SMLO
photoabsorption M1 PSFs, i.e. the sum of scissors and
spin-flip modes as given by eq. (23), are also provided in
table format for energies ranging between 0 and 30MeV.
In contrast, the low-energy enhancement for the deexci-
tation M1 PSF given by eq. (24) in the SMLO model
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Fig. 35. TSC spectra for several final levels in 96Mo. Red
points correspond to experimental data, the black hatched
area and the gray band to predictions from simulations
(average ± one standard deviation) with the SMLO and
D1M+QRPA+0lim, respectively. The HFB plus combinatorial
NLD model is used. Energies (in MeV) of final levels are indi-
cated.

and for the E1 and M1 PSFs given by eqs. (25)-(26) in
the D1M+QRPA+0lim are not included in the tabulated
files.

6.3 Experimentally unknown nuclei

As shown in sect. 5, both the SMLO and
D1M+QRPA+0lim models of PSF have shown their
capability to reproduce experimental data of various
sorts. Despite the variety of experimental data on a
large number of different species, this information is
available only for nuclei within the valley of stability. It is
therefore of interest to see to what extent the two models
recommended here predict similar PSFs when considering
exotic neutron-rich or neutron-deficient nuclei. To illus-
trate such an extrapolation, we show in figs. 42 and 43
the E1 and M1, respectively, photoabsorption PSFs
given by the SMLO (at T = 0) and D1M+QRPA models
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Fig. 36. Same as in fig. 35 but for 156Gd.

for the even-even Sn isotopes. Note that the low-energy
contributions corresponding to the non-zero temperature
case for the E1 strength or the upbend component for
the M1 strength, are not included in this comparison.
The E1 predictions are seen to be rather similar from the
most neutron-deficient to the most neutron-rich nuclei.
In contrast, the M1 PSFs may somehow differ due to the
presence of sharp peaks in the D1M+QRPA approach.
However, the overall agreement is rather good as the
maximum of the M1 spin-flip mode is at similar energies.
Since the Sn isotopic chain is dominantly spherical,
we also show in fig. 44 a similar comparison of M1
PSFs between the SMLO and D1M+QRPA models but
this time for the rather deformed isotopic chain of Yb
(Z = 70). Globally, both the scissors and spin-flip modes
give rise to a total M1 PSF that is quite similar for
both models, even for the most neutron-deficient 160Yb
and most neutron-rich 218Yb nuclei. Both SMLO and
D1M+QRPA M1 strengths are not fully independent
since the A and β2 dependence in the M1 SMLO model
has been inspired by the D1M+QRPA systematics [146]
(see sect. 4.2). Figures 43-44 illustrate the efficiency of
the SMLO to describe in a simple phenomenological
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model the global trends obtained by the microscopic
D1M+QRPA model.

To further illustrate the potential impact of the differ-
ences between the SMLO and D1M+QRPA+0lim PSFs,
we compare in fig. 45 the radiative neutron capture
MACS obtained with both models. The MACS are calcu-
lated with the TALYS reaction code at a temperature of
T = 109 K relevant in nucleosynthesis applications. More
specifically, the ratio between both MACS are plotted and
seen to lie within a factor of 2 for the vast majority of nu-
clei lying between the proton and the neutron drip lines.

The database contains E1 and M1 PSFs calculated
with the D1M+QRPA+0lim model for 7380 nuclei with
8 ≤ Z ≤ 110 from the proton to the neutron drip lines, and
correspondingly, SMLO E1 and M1 PSFs are available
for 8980 nuclei with 8 ≤ Z ≤ 124. The data files have the
same format as described in sect. 6.2.

6.4 Database interface

All the PSF data files contained in the IAEA PSF
database can be accessed through an online interface at
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Fig. 40. Experimental PSFs of the Mo isotopes extracted from different types of measurements, including photodata as well
as the Oslo, NRF, ARC/DRC, (p, p′) and ratio methods, as described in sect. 3.1. Data can be found in refs. [40,219] for NRF
measurements, [199,220–222] for Oslo data, [70,72] for Ratio method data, [20] for (p, p′) data, [83–85,222–224] for photodata
and [60–62] for ARC and DRC data. Data correspond to the total dipole PSFs, except ARC and DRC data which yield E1,
M1 and E2 PSFs separately.

www-nds.iaea.org/PSFdatabase. The interface offers the
possibility to filter the database by nucleus (Z,A) and
method. The selected data files, experimental or theoret-
ical can be downloaded and plotted on-the-fly. The entire
content of the experimental or theoretical database can
also be downloaded in a compressed folder.

7 Conclusions

The present contribution summarizes a coordinated and
systematic effort to compile and assess all the existing ex-
perimental data on PSFs extracted from many different
experimental techniques at γ-ray energies below about
20MeV. Further, two PSF models, one of them purely
phenomenological, the other one semi-microscopic, have
been systematically compared with all experimental data
available and are recommended to globally describe the
E1 and M1 PSFs for nuclei between the proton and neu-
tron drip lines.

The CRP has produced a complete and comprehensive
compilation of experimental PSFs. The different methods
that are used to extract PSF data from photon-, neu-
tron, and charged-particle-induced reactions have been de-
scribed and assessed. Photonuclear PSFs have been rec-
ommended on the basis of a separate re-evaluation of pho-
tonuclear data performed within the CRP leading to a new
IAEA photonuclear data library [86]. For the other meth-
ods used to extract PSFs below the neutron separation
energy Sn, where there is only one measurement avail-
able, then that data set is recommended to the user. In
cases where more than one different method was used to
measure the PSFs, however, it was not possible to eval-
uate systematically the data due to lack of sufficient in-
formation on the model-dependent uncertainties that are
inherent to all the considered methods. As all of these
methods depend strongly on model calculations for nor-
malization and/or disentanglement from level densities, a
full uncertainty analysis taking into account the impact of
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the various models and parameter uncertainties is a pre-
requisite for an evaluation to be performed. In the absence
of such a full uncertainty analysis, or in the presence of
only a partial analysis as the one mentioned below, we are
unable to recommend experimental PSF data below the
neutron separation energies in cases where the different
methods provide discrepant results.

The partial uncertainty analysis performed in both the
NRF and Oslo methods on two cases, 89Y and 139La, has
led to the realization that there is a problem with the
data of 139La so this nuclide needs to be re-measured
while for 89Y both methods agree within the uncertain-
ties for most part of the energy region, except for the en-
ergies around 6.5MeV. It is plausible that if a full uncer-
tainty analysis had been performed for 89Y, both data sets
would have been in agreement within the uncertainties
in the whole energy range. One major conclusion of this
work is that proper consideration and documentation of
all the sources of uncertainties including model-dependent
ones, is needed when comparing the different experimen-
tal techniques and trying to recommend the best data. It
is therefore a strong recommendation of this CRP that
a standardisation of the treatment of uncertainties and
model dependencies for all the methods affected by them
should be a priority for the scientific community involved
actively in measurements of PSFs below Sn. Establishing
and promoting ’best practices’ in extracting PSFs from

raw data will allow the present and future generation of
experimentalists to produce consistent data that can be
fully exploited in basic and applied sciences.

With the existing information at hand, we can at best
propose new measurements for cases with discrepant data,
using more than one method if possible and combining
with a full uncertainty analysis, to allow for verification
of the results and a better understanding of the methods
and the part of the electromagnetic response they probe.

Global semi-microscopic (D1M+QRPA+0lim) and
empirical (SMLO) models have been developed for electric
and magnetic dipole PSFs. Both models have been com-
pared with the existing experimental data as well as other
indirect methods based on neutron capture spectra (sin-
gles or coincident ones). The global models have also been
validated against measured average radiative widths and
Maxwellian-averaged cross sections. As a result, they are
expected to perform reasonably well when extrapolated
to unknown nuclei and could also be used as a guide in
cases where the existing experimental data are discrepant.
However, it is clear from the global comparisons that these
models also have some limitations and that going beyond
the QRPA is the direction to take in the future.

The PSF database, complete with compilation, recom-
mendations and global calculations, is readily available to
the broad scientific community at the online IAEA server
(URL: www-nds.iaea.org/PSFdatabase).
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Fig. 42. Comparison of the E1 photoabsorption PSFs obtained within the D1M+QRPA (red solid lines) and SMLO (blue
dashed lines) models for Sn (Z = 50) isotopes.
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Fig. 43. Comparison of the M1 photoabsorption PSFs obtained within the D1M+QRPA (red solid lines) and SMLO (blue
dashed lines) models for Sn (Z = 50) isotopes.
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89. J. Honzátko, K. Konečný, I. Tormandl, J. Vacik, F.
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118. M. Chadwick, P. Obložinský, P. Hodgson, G. Reffo, Phys.
Rev. C 44, 814 (1991).

119. T. von Egidy, D. Bucurescu, Phys. Rev. C 80, 054310
(2009).

120. N. Benouaret, R. Schwengner, G. Rusev, F. Dönau, R.
Beyer, M. Erhard, E. Grosse, A. Junghans, K. Kosev, C.
Nair et al., Phys. Rev. C 79, 014303 (2009).

121. Oslo database, Level densities and gamma-ray strength
functions (2017), http://www.mn.uio.no/fysikk/

english/research/about/infrastructure/OCL/

nuclear-physics-research/compilation/.
122. S.F. Mughabghab, Atlas of Neutron Resonances, Volume

1: Resonance Properties and Thermal Cross Sections Z =
1–60, 6th edition (Elsevier Science, 2018).

123. G.M. Tveten, T. Renstrøm, A.C. Larsen, H. Utsunomiya
et al., in preparation (2020).

124. F. Zeiser, G. Potel, G. Tveten, A. Larsen, M. Guttormsen,
T. Laplace, S. Siem, D. Bleuel, B. Goldblum, L. Bernstein
et al., arXiv:1902.02966 (2019)

125. B. Berman, J. Caldwell, R. Harvey, M. Kelly, R. Bram-
blett, S. Fultz, Phys. Rev. 162, 1098 (1967).

126. A. Leprêtre, H. Beil, R. Bergère, P. Carlos, A. Veyssiere,
M. Sugawara, Nucl. Phys. A 175, 609 (1971).

127. S. Goriely, S. Hilaire, A.J. Koning, Phys. Rev. C 78,
064307 (2008).

128. T. von Egidy, D. Bucurescu, Phys. Rev. C 72, 044311
(2005).

129. K. Sieja, Phys. Rev. C 98, 064312 (2018).
130. T. von Egidy, D. Bucurescu, Phys. Rev. C 73, 049901(E)

(2006).
131. T. Renstrøm, H.T. Nyhus, H. Utsunomiya, R.

Schwengner, S. Goriely, A.C. Larsen, D.M. Filipescu, I.
Gheorghe, L.A. Bernstein, D.L. Bleuel et al., Phys. Rev.
C 93, 064302 (2016).

132. R. Massarczyk, R. Schwengner, L.A. Bernstein, M. An-
ders, D. Bemmerer, R. Beyer, Z. Elekes, R. Hannaske,
A.R. Junghans, T. Kogler et al., Phys. Rev. C 92, 044309
(2015).

133. B. Berman, At. Data Nucl. Data Tables 15, 319 (1975).
134. D. Gardner, Neutron Radiative Capture, in Neutrons

Physics and Nuclear Data in Science and Technology,
edited by A. Michaudon, S. Cierjacks, R. Chrien, Vol. 3
(Pergamon Press, Oxford, New York, 1984) pp. 62–118.

135. V.A. Plujko, I.M. Kadenko, O.M. Gorbachenko, E.V.
Kulich, Int. J. Mod. Phys. E 17, 240 (2008).

136. C.B. Dover, R. Lemmer, F. Hahne, Ann. Phys. 70, 458
(1972).

137. Y. Alhassid, B. Busch, S. Levit, Phys. Rev. Lett. 61, 1926
(1988).

138. Y. Alhassid, B. Busch, Nucl. Phys. A 509, 461 (1990).
139. E. Grosse, A. Junghans, R. Massarczyk, Eur. Phys. J. A

53, 225 (2017).
140. B.J. Allen, I. Bergqvist, R.E. Chrien, D. Gardner, W.

Poenitz, Neutron Radiative Capture (Pergamon, New
York, 1982).

141. S. Kamerdzhiev, J. Speth, G. Tertychny, Phys. Rep. 393,
1 (2004).

142. S. Goriely, Phys. Lett. B 436, 10 (1998).
143. V. Plujko, R. Capote, O. Gorbachenko, At. Data Nucl.

Data Tables 97, 567 (2011).



Page 50 of 52 Eur. Phys. J. A (2019) 55: 172

144. G. Schramm, R. Massarczyk, A.R. Junghans, T. Belgya,
R. Beyer, E. Birgersson, E. Grosse, M. Kempe, Z. Kis, K.
Kosev et al., Phys. Rev. C 85, 014311 (2012).

145. M.R. Mumpower, T. Kawano, J.L. Ullmann, M. Krtička,
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156. S. Péru, G. Gosselin, M. Martini, M. Dupuis, S. Hilaire,
J.C. Devaux, Phys. Rev. C 83, 014314 (2011).
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160. G. Colò, P.F. Bortignon, Nucl. Phys. A 696, 427 (2001).
161. D. Sarchi, P. Bortignon, G. Colò, Phys. Lett. B 601, 27

(2004).
162. N. Tsoneva, H. Lenske, Phys. Rev. C 77, 024321 (2008).
163. P. Papakonstantinou, R. Roth, Phys. Lett. B 671, 356

(2009).
164. P. Papakonstantinou, H. Hergert, V. Ponomarev, R.

Roth, Phys. Lett. B 709, 270 (2012).
165. P. Papakonstantinou, H. Hergert, R. Roth, Phys. Rev. C

92, 034311 (2015).
166. A. Avdeenkov, S. Goriely, S. Kamerdzhiev, S. Krewald,

Phys. Rev. C 83, 064316 (2011).
167. O. Achakovskiy, A. Avdeenkov, S. Goriely, S.

Kamerdzhiev, S. Krewald, Phys. Rev. C 91, 034620
(2015).

168. D. Gambacurta, M. Grasso, O. Vasseur, Phys. Lett. B
777, 163 (2018).

169. D. Vretenar, N. Paar, P. Ring, G. Lalazissis, Nucl. Phys.
A 692, 496 (2001).

170. P. Ring, Z.Y. Ma, N. Van Giai, D. Vretenar, A. Wandelt,
L.G. Cao, Nucl. Phys. A 694, 249 (2001).

171. Z.Y. Ma, A. Wandelt, N. Van Giai, D. Vretenar, P. Ring,
L. Cao, Nucl. Phys. A 703, 222 (2002).

172. P. Ring, E. Litvinova, T. Nikšić, N. Paar, D. Peña
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