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Abstract—In this paper we propose a novel approach to video 

codec evaluation, comparison and testing based on preparation of 
specific video sequences followed by efficiency evaluation. Several 
strategies for applying natural video sequence modification as 
well as fully artificial video clip creation are suggested and 
studied. Experimental results with measurements and scoring 
summary for several H.264 and MPEG-4 ASP codecs are 
presented and discussed. 
 

Index Terms—video codec quality analysis, objective quality 
metrics, video sequences modifications. 
 

I. INTRODUCTION 

OMPRESSION of video data is a key processing 
technology that enables distribution of media for a wide 

range of applications. The ability to compress video without 
noticeable or with acceptable subjective quality degradation is 
one of the main features that aided in the explosion of digital 
video into the existing consumer base and onto emerging 
markets. 

There are currently more than ten international standards for 
digital video coding, and several more are under development. 
These standards mostly specify the syntax and semantics of 
coded data streams. The decoding and (moreover) encoding 
algorithms usually are not specified by the standards, thus 
allowing multiple implementations of one standard to co-exist. 

Video codecs can be compared using different criteria, such 
as the supported coding feature set, codec control options, 
performance, introduced delay and various other 
characteristics. In this paper we present a method that allows 
for automatic evaluation of codec quality from the end-user 
perspective. We investigate a method for producing a 
calculated score that allows comparison of different codecs. 
This evaluation method is designed to be codec-, standard- and 
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vendor-neutral. 
There are several characteristics of a codec that can be 

manipulated to achieve the required trade-offs for the visual 
quality provided by a specific compression rate. When an 
acceptable end-user visual quality can be achieved with a 
lower compression rate, it not only saves needed bandwidth, 
but it is also more efficient with regard to processing. The 
methodology that we present allows codec comparison with 
regard to manipulating this compression feature to achieve 
lower distortion for a given bitrate budget. 

Another important dimension of end-user codec quality 
perception is performance. It is obvious that the faster a user 
can get the desired result, the better. In this analysis, however, 
we assume that all codecs that are to be compared or ranked 
will have the same level of performance or, at least, will be 
within the same performance class. For example, we do not 
compare online and offline codecs, since they usually have 
very different performance levels (offline codecs are much 
slower). 

Considering the nature of video codecs comparison, it is 
clear that there is a need to have access to both the original and 
processed video sequences for effective codec analysis. Our 
goal is to examine full encoding operations, which requires 
that we have the original raw video sequences and that we 
submit all unprocessed data to the encoder. The output of the 
encoder is the processed data, which leaves us with both the 
original and processed video sequences. That allows us to 
apply so-called reference metrics like PSNR and SSIM [8] or 
to apply VQM methodologies [15], [16] to evaluate the 
subjective quality of the encoded video. The ability to use 
number of metrics and methodologies is critical, since one of 
the main problems of objective analysis methods is the 
absence of adequate metrics that correlate well with the human 
visual system. PSNR and other reference metrics do not 
guarantee a result that coincides with real human visual 
perception [5], but they do provide a reasonable correlation.  

In addition, scoring results for a given codec should be 
normalized to allow comparison of different codecs. In this 
context we consider a reference (or model) codec that has the 
desired characteristics. The parameters of this model codec are 
used as normalization parameters for the codec under test. For 
example, the reference codec could have two-times-better 
quality than another codec for given bitrates. At the same time, 
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the reference codec should be within some valid quality range 
for current industry-leading codecs—it should not be orders of 
magnitude better. This is more of a pragmatic consideration, 
since, otherwise, normalization would not be very useful for 
visual comparison. 

According to authors with expert knowledge in the area of 
video compression, and based on various other research [1]–
[3], there are three major coding blocks that define the quality 
of the codec: 

• Motion compensation (MC) algorithm; 
• Macroblock decision algorithm (macroblock-type 

decision selection and higher-level frame-type 
selection); 

• Rate control (quantizer selection for both frame 
and macroblock levels). 

These algorithms are critical and, in most cases, fully define 
codec quality performance. Our goal is then to create a set of 
tests that assess each aspect of the defining characteristics. We 
do not use any explicit knowledge or implementation details 
about specific codecs. Instead, in this paper we make some 
general assumptions about the codecs: the codecs perform 
block-based transforms, quantization and motion 
compensation. The proposed methodology does not assume 
any knowledge about specific bitstream syntax for a given 
standard, so the methodology can be used for multiple video 
coding standards. 

The remainder of the paper includes details of the proposed 
methodology in Section II. In Section II.A attention is focused 
on the proposed video sequence modifications. RD-
characteristic calculation and the algorithm for comparison of 
RD curves are considered in Sections II.B and II.C, 
respectively. In Section II.D the algorithm for analyzer scoring 
calculation is described in detail. Results of the application of 
the proposed methods are summarized in Section III, based on 
analysis of motion compensation algorithms (Section II.A) and 
overall codec efficiency (Section III.B). Combination of 

analyzer estimates as a final scoring stage is described in 
Section IV. 

II.  VIDEO CODEC ANALYSIS 

The overall high-level scheme of the proposed method is 
depicted in Fig. 1. The first stage involves taking a video 
sequence and creating modifications of the video using known 
modification parameters Mi. Modified sequences can be 
created using natural video feeds or using totally artificial 
feeds. The modified sequences are submitted to the codec 
under test, which encodes and decodes each of modified 
streams. The encoded results are then compared with the 
results of the original video sequence encoding. These results 
are also compared with the results of the coding using the 
reference video codec to produce baseline coding results Si. 
The video codec analysis system takes the array of results, S, 
and the array of modification parameters, M, as the input and 
calculates the estimate for a sequence modification. The final 
step is combination of estimates for several different 
modifications (or codec analyzers) to produce the final codec 
score. Each stage of this analysis is discussed in further detail 
in the following sections. 

 

A. Modified video sequences 

When determining codec performance, one is able to 
investigate the common characteristics of the codecs. Not all 
codecs are the same, but there are baseline features that have a 
common effect on the resulting video quality. The motion 
compensation, quantization parameter selection and 
macroblock mode decision algorithms ultimately define the 
coding quality results in most cases. 

Although we have not mentioned any other encoding 
algorithms that might affect visual quality, these other 
algorithms are considered indirectly in our approach. For 
example, noise cancellation is also important to the end-user 
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Fig. 1.  General scheme of video codec analysis. 
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perception and can be evaluated separately. At the same time, 
the quality of the noise cancellation can be calculated using the 
quality of the motion estimation and the macroblock decisions. 
Codecs with better noise cancellation algorithms end up 
having more robust motion estimation. 

The contribution of each of these three parts (motion 
compensation, rate control and mode decisions) to the final 
quality varies. The contribution is defined not only by the 
specifics of the codec implementation, but also by the nature 
of the sequence being encoded. Video sequence modifications 
of the natural and artificial sequences are designed in such a 
way that they impact a particular part of the encoding 
algorithm. By looking at the absolute and relative variations of 
coding efficiency with respect to the extent of the 
modification, we can try to draw some conclusions about the 
efficiency of different codec algorithms. 

We implemented several modifications of various natural 
sequences and one synthetic sequence. The following 
modifications are discussed further in this paper: 

• Frame decimation. From the source video sequence 
containing frames {F i}, i = 1,..,P, we keep each Nth: i 
= 0 (mod N) and drop the rest of the frames. The 
modification parameter in this method is the dropping 
factor N. Decimated video sequences have lower 
correlation between frames in the time domain. One 
of the main algorithms where efficiency is highly 
dependent on the correlation between subsequent 
frames is motion estimation. So, the coding efficiency 
of such highly decimated video sequences mostly 
depends on the motion estimation algorithm 
efficiency. 

• Noisy frame insertion. Frames with a uniform noise 
distribution (all generated values have equal 
probability) are inserted into the original video 
sequences. Each noisy frame is inserted after every N 
frames. The modification parameter in this method is 
the number of noisy frames added, N. Insertion of 
vastly different frames into the source sequence 
strongly impacts the frame-level or group-of-frames-
level (GOP-level) bitrate control algorithms. A 
similar situation occurs when there are highly 

dynamic scenes in the video. This method is designed 
to test the stability of frame-level encoding 
algorithms. 

• Noisy macroblock insertion. In each frame, at a 
random position N, noisy 16x16-pixel macroblocks 
are added. The modification parameter in this method 
is the number N of noisy macroblocks added. 
Significantly varying macroblocks have a tremendous 
influence on the frame statistics. Codecs with good 
macroblock-level algorithms will work mostly 
effectively with such videostreams modifications. 
This modification aims to test macroblock-level 
coding efficiency. 

• Spatially altered noise. Gaussian-distributed noise 
N(0, σ) is added to each pixel of each frame. The 
noise variation σ is adjusted linearly from the first to 
the last pixels in the frame. As a result, the last pixels 
become much nosier relative to the first pixels. The 
modification parameter here is the noise parameter 
for the last pixel, SIGMA_MAX. The target codec 
component of this modification is the macroblock-
level rate-control algorithm. By taking into account 
different levels of noise for different macroblocks, 
such algorithms can significantly improve encoding 
results. 

• Synthetic stream with moving objects. This video 
sequence consists of a static background and a 
number of moving objects. The background texture is 
generated using the following formula: 

)4)sin()sin(

)sin()(sin(
8

200
),(

21

21

+⋅+⋅+

+⋅+⋅=

yfryfr

xfrxfryxC

yy

xx , 

where C(x,y) is the color of pixel (x,y) and frx1, frx2, 
fry1 and fry2 are the randomly selected frequencies 
(same for all frames in the sequence). Moving objects 
are represented by squares with the following 
synthetic texture (for each colorplane): 
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Object size is initially defined randomly (the size 
depends only on target video resolution). Each object 
in a given frame can be described by its position (x,y) 
and speed (vx,vy). The initial position is random, and 
the initial speed is selected randomly from the interval 
[0, MAX_SPEED], where MAX_SPEED is a 
sequence parameter that defines motion complexity. 
The position of the object in the next frame (i+1)  is 
defined using the current speed of the object: 
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The object speed is updated in two stages: 
1. Add a random value from the interval 

[-MAX_SPEED/2, MAX_SPPED/2] to each 
speed component. 

 
Fig. 2.  One frame from a synthetic motion sequence. 
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2. Add the correlation component to the speed 
vector to emulate correlated motion in the 
scene. 

An example of a frame from a generated sequence is 
depicted in Fig. 2. The use of these synthetic 
sequences is intended to test a codec’s motion 
compensation algorithm. The constant texture both of 
the background and objects allows for encoding 
ideally compensated frames very efficiently. Thus, the 
main reason for differences in codec results in this 
case is the motion compensation algorithm. 

• Moving object tail-area analysis. A synthetic 
sequence with just a small number of moving objects 
is generated in a manner similar to that of the 
previous modification. The modification parameter in 
this case is again the object speed. The purpose of 
this modification is to analyze quality differences in 
the tails of objects (those regions covered by the 
objects in the previous frame) and the average quality 
of the entire frame. Quality in the tail areas depends 
mostly on the mode decision algorithm of codec 
under test. 

Many other modifications of natural and synthetic 
sequences can be proposed to analyze video codecs. The 
advantage of natural sequence modification is more adequate 
results in the target video codec application area; the 
advantage of synthetic motion modifications is improved 
sequence parameter control and additional semantic 
information about sequence structure. 

B. RD curves 

We consider the dependence of distortion on the 
compression rate (rate-distortion curve, or RD curve) as one of 
the main characteristics of the coding results for a video 
sequence. In rate-distortion theory, the dependence of 
encoding size (or encoding bitrate) on distortion is defined in 
following way [6]: 
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where R(D) is the RD function, X is the source signal, X̂  is the 
decoded signal, I is the full information, p is the probability 
density of the signal and d is the distance between the source 
and decoded signals according to the metric. 

This formula is used to find the code for a signal (which is 
explicitly defined by conditional probability )|ˆ( xxp ) such that 

the average distortion will not exceed a given threshold D and 
the transmission rate ( )ˆ,( XXI ) of the signal is minimized. 

There are numerous analytical expressions for this function 
that are applicable to different types and distributions of data. 
Some of these expressions are successfully used in codec 
control algorithms based on RD models [7]. Nevertheless, in 
the case of evaluation of total quality, such analytical 
expressions are not common. This situation can be explained 
by the high correlation of source data and the high complexity 
of the video codecs. 

Approximation of the relationship between compression 
coefficients and resulting distortion was carried out using 
piece-wise linear functions. For building RD curves, the codec 
was run several times with various target bitrates. After 
decoding, we obtain information about introduced distortion 
and achieved bitrate (or actual compression rate). It is worth 
mentioning that the actual bitrate was significantly different 
from the target bitrate for several of the codecs that were 
tested. 

For quality assessment (as a measure of introduced 
distortion) we used the PSNR and SSIM metrics [8]. PSNR 
(peak-to-signal noise ratio) is the classical measure of the 
difference between two signals: 
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Here X and Y are compared images with MxN resolution. 
The SSIM metric takes into account three components of an 

image: luminance change, contrast change and variation of the 
image structure. In its final form, the SSIM metric for signals 
X and Y can be represented by the following formula: 
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set of coefficients of the smoothing filter. More details on the 
SSIM metric can be found in [8]. 

Note that the quality metric is a parameter of the proposed 
methodology. Instead of the quality metric PSNR used in the 
present analysis, SSIM and VQM [15]–[18] can be later 
applied for more adequate visual quality estimates. 
Additionally, subjective testing results can be used in lieu of 
automated testing results. 

After several trials of the video codecs using various bitrates 
for each modification of the source video sequence, we obtain 
a set of numbers (R, D), where R is the actual bitrate and D is 
some quantitative measure of the introduced distortion. This 
data is an approximation of the RD curve for the codec using 
the modification under considered. The RD curve between the 
obtained RD points is approximated linearly (without any 
extrapolation). 

 

C. RD curves comparison 

The next phase involves comparison of the two RD curves 
to obtain a single value for each modified sequence. The 
geometric mean of the bitrate ratio for a specific quality was 
also used for comparing two RD curves [9]: 
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where R1(D) and R2(D) are the RD curves (which relate the 
dependence of the rate to the amount of distortion) under 
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consideration and [a,b]  is the range of the quality metric that 
we use to conduct our comparison. The estimate value ],[

2,1
baS  

characterizes the average ratio of bitrate,for a same quality for 
a set amount of introduced distortion, that can be achieved by 
a video codec with corresponding RD characteristics. Note 
that, in the case of piece-wise linear approximation of the RD-
curve functions, it is  the formula above can be calculated 
analytically. 
 

D. Estimate calculation for one modification 

The RD-curve comparison phase yields a single value for 
each modified sequences, with the value characterizing video 
codec efficiency for a given modified sequence. The main goal 
of this stage is to analyze these numbers and create a summary 
video codec estimate. The method proposed in this paper is 
based on an analysis of the change in codec behavior with 
respect to the increase in processed video sequence 
complexity, all in comparison with the reference (or model) 
codec behavior. The reference codec is also run though the 
same tests as the codec under examination. As the results we 
got values (M, Sr) for the reference codec and (M, St) for the 
codec under test. The overall estimation calculation for the 
codec is performed using the following comparison function: 

),,( tr SSMQQ =  

Empirical experiments demonstrated that for all tested 
modifications, the function S(M) is very nearly linear. As a 
result, we can use the difference in slopes for the linear 
approximation (calculated by a least-mean-squares method) for 
these functions as an approximation of the difference in the 
rates of change of the efficiency. The average bitrate ratio 

],[
,
ba
testedrefS (see (1)) for the original sequences is used to consider 

reference codec quality. Linear combination of the values 
above is used as the estimate: 
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where γ  is a constant in the range [0, 1]  and α(M,S) is the 
slope of the approximating line (the average rate of change of 
the coding efficiency). 

III.  ANALYSIS RESULTS 

This section includes examples of an implementation of 
some of the methods described in the previous section. Two 
tests were conducted: first, a test for motion estimation 
algorithm analysis and, second, a test for the overall codec 
effectiveness analysis. 

 

A. Motion compensation algorithm analysis 

The motion compensation (MC) algorithm analysis for the 
x264 encoder (video coding standard MPEG-4 AVC/H.264 
[13]) was performed as the first test of the proposed analysis 
method. There are four MC algorithms in the x264 encoder: 
ESA (an exhaustive search), DIA (a simple diamond search), 
HEX (an adaptive pattern search) and UMH (a combination of 
different methods over a hexagonal motion search pattern). 
Frame decimation modifications were used to analyze all of 
the algorithms. The standard video sequences “Stefan” and 
“Flower Garden,” each with resolution 352x288 (CIF), were 
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Fig. 4  Analysis of motion estimation algorithms using noisy frame insertion 
modification. 
 

TABLE II 
TESTED CODECS 

Encoder Preset Description 

x264 [10] 

default Default codec parameters 
ref_4 Four reference frames are used for ME 

subme_7 
Maximum complexity of rate control 

algorithms 
IPP H.264 

[12] 
– 

GOP structure: IBBPBBP...; 6 
reference frames; frame-level CBR 

XviD [11] – 
-max_bframes 2 -quality 6 

-vhqmode 1 -bvhq -qpel –turbo 
-single 

 

TABLE I 
FINAL RESULTS OF MOTION COMPENSATION ALGORITHM ANALYSIS USING 

FRAME DECIMATION MODIFICATION 

Algorithm Bitrate Ratio Frame Decimation Score 

ESA 98.9% 0.588 
UMH 99.1% 0.584 
HEX 100.0% 0.612 

DIA 101.0% 0.621 

Lower values correspond to better video coding results. 
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Fig. 3.  Results of motion estimation algorithms’ analysis using sequence 
modification with frames decimation. 
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used as the original sequences. These sequences were 
decimated with parameters ranging from 1 to 8. The 18 
resulting sequences (the original plus eight modifications for 
each of the two sequences) were encoded with the x264 
encoder using bitrates from 100 Kbit/sec to 3 Mbit/sec (a total 
of seven bitrates). The RD curves calculated for each 
modification were compared with the RD curve for the 
corresponding original video sequence. Comparison results are 
depicted in Fig. 3. 

It is obvious from Fig. 3 that the DIA and HEX algorithms 
have a better relative effectiveness trend for an increasing 
number of decimated frames. Based on this result it is possible 
to draw a conclusion about the increased quality of these 
algorithms relative to simpler implementations of DIA and 
HEX. 

Note that the differences between MC algorithms are 
relatively small for other types of video sequence 
modifications. This situation allows us to use certain 
modifications to test only particular parts of a codec. Changes 
in other codec parts have a weak impact on the analysis results. 
An example of the same results for noise macroblock insertion 
modifications are depicted in Fig. 4. 

The x264 encoder with default settings was selected as the 
reference codec (the HEX algorithm is used). The average 
bitrate ratio for the original sequence relative to the reference 
encoder, along with final analysis estimates, is listed in Table I 
(γ =0.5 is used in (2)). Lower estimates correspond to better 
results. 

The average bitrate ratio for a given quality is nearly equal 
for all of the MC algorithms. The final results of presets with 

complex algorithms are much better because of varying rates 
of codec effectiveness degradation with increasing motion 
complexity. 

 

B. Overall codec effectiveness analysis 

This section describes the overall codec effectiveness 
analysis using the proposed analysis methods. The codecs 
under test and their respective parameters are listed in  
Table II. There are two MPEG-4 AVC/H.264 codecs (for a 
total of four presets) and one MPEG-4 ASP [14] codec. The 
standard video sequences “Stefan” and “Flower Garden” (in 
CIF resolution) were used for all of the tests. 

The average bit-rate ratio for a fixed quality for the original 
sequence in comparison with the reference codec is presented 
in Table III. Lower values correspond to better results. The 
x264 codec with the default parameters was selected as the 
reference encoder. The maximum difference between the best 

TABLE III 
AVERAGE BITRATE RATIO FOR A GIVEN QUALITY FOR NATURAL SEQUENCES 

Codec/Preset Bitrate Ratio 

x264/default 100.0% 
x264/ref_4 97.1% 

x264/subme_7 98.0% 
IPP H.264 88.1% 

Xvid 105.0% 
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Fig. 7  Video codec analysis results using noisy frame insertion 
modification. 
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Fig. 8  Video codec scores, obtained using noisy frame insertion 
modification (γ =0.5). 
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Fig. 6  Video codec scores, obtained using frame decimation modification 
(γ=0.5). 



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

7

and worst codecs was 17% of bit-rate. The best result is 
demonstrated by the IPP H.264 encoder, and the worst result 
by the Xvid encoder. 

All of the following results were obtained with γ =0.5. 
Target bitrates were varied from 100 Kbit/sec to 3 Mbit/sec. 
The actual bitrate for some codecs differed significantly from 
target bitrate, but this did not adversely influence the stability 
of the analysis. Codec performance was not strictly calibrated 
for this test. The difference in encoding speed between the 
fastest codec (Xvid) and the slowest codec (IPP H.264) was as 
much as a factor of five. Nevertheless, all of the codecs fit in 
the same category of medium complexity single-pass offline 
encoders. 

The video codecs analysis results for various video 
sequences are presented below. 

1) Frame decimation 
The frame decimation parameter was changed from N=1 to 

N=8 (only 1/9th of all the frames in the sequence were left in 
the last case). The actual effectiveness of the degradation 
depended on the number of decimated frames, as depicted in 
Fig. 5. The x264 encoder demonstrates better results compared 
to both XviD and IPP H.264. Therefore, it can be concluded 
that the x264 encoder yields better performance in cases of 
complex dynamic video sequences with rapid scene changes 
and active motion. The final analysis results, including the 
comparison with the reference codec, are depicted in Fig. 6. 
 

2) Adding noisy frames 
Sequences with 1 to 14 inserted frames with uniformly 

distributed noise were used as basic modifications. Noise 
frames were inserted uniformly in the following positions: 

( ) 1-N,...,0,5.0 =




 += i
N

M
iFi

, 

where M is the number of frames in the video sequence and N 
is number of frames with noise. Each pixel for each color-
plane was set to a uniformly distributed random value. 

The trend of video encoder effectiveness depended on the 
noise frame count depicted in Fig. 7. The best results are 
rendered by the x264 encoder with preset “ref_4” (four 
reference frames). The worst-performing codec is XviD, likely 
because of its frame-level rate-control algorithm, which is too 
stable to effectively handle fast scene changes. The final 
analysis results, which include comparison with the reference 
codec, are depicted in Fig. 8. 
 

3) Adding noisy macroblocks 
Blocks of pixels with uniform noise (all colors have equal 

probability) were inserted into the original sequence in this 
test. Exactly N noisy blocks, each with a size of 16x16 pixels, 
were added to each frame. Block positions were aligned to a 
16-pixel grid: 

16mod)0,0(),( =yx . 

The alignment is necessary to create stricter conditions for 
video codec rate control algorithms. As in the case of noisy 
frames, each macroblock pixel of each color-plane has a 

uniformly distributed random color value. 
The encoding effectiveness depended on the number of 

noisy blocks is depicted in Fig. 9. The best trend is 
demonstrated by the IPP H.264 encoder. There is no quantizer 
selection algorithm implemented in the x264 encoder, but the 
x264 results change depending on the particular settings used. 
The best results are demonstrated by the preset “ref_4.” The 
analysis estimates, including original video encoding 
effectiveness, are shown in Fig. 10. 

 
4) Synthetic motion sequence 

Nine different synthetic sequences with 300 frames (30 fps) 
and a resolution of 352x288 pixels were created for this test. 
The difference between these sequences was the MAX_SPEED 
parameter, which defines the complexity of object motion. 
This parameter was varied from 1 to 24. The trends in 
effectiveness degradation depending on speed complexity are 
depicted in Fig. 11. The best trend is demonstrated by the IPP 
H.264 encoder, and the worst trend by the default preset of 
x264. The relative bitrate ratio for the synthetic sequence with 
MAX_MOTION=1 is shown in Table IV. Note that IPP H.264 
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Fig. 9  Video codec analysis results using noisy macroblock insertion 
modification. 
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Fig. 10  Video codec scores, obtained using noisy macroblock insertion 
modification (γ =0.5). 
 

TABLE IV 
AVERAGE BITRATE RATION FOR A GIVEN QUALITY , SYNTHETIC SEQUENCE 

FOR MOTION ANALYSIS 

Preset Bitrate Ratio 

x264/default 100.0% 
x264/ref_4 94,9% 

x264/subme_7 91,4% 
IPP H.264 72,0% 

Xvid 109,7% 
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shows an advantage of 28% in bitrate for the same quality as 
compared to x264 with default parameters. As a result, IPP 
H.264 shows the best estimate for this type of analysis. All the 
estimates are shown in Fig. 12. 

 

IV. FINAL SCORE CALCULATION  

A number of analyzers were described in the previous 
section. Each analyzer is intended to analyze a particular part 
of a video codec and procures one estimate for each codec. 
This section describes a method for combining all of the 
estimates into a final codec score. There are two stages of the 
proposed estimates combination process: 1) normalization and 
2) weighted averaging. 

A. Estimate normalization 

Each analyzer has its own range of estimates, which 
depends on the range of slopes α(M,S) and analyzer parameter 
γ. Moreover, the sequences (natural or synthetic) used for the 
analysis also influence the analyzer estimate via the value 

],[
,
ba
testedrefS . As a result, normalization is required prior to 

combination of the estimates. 
The proposed normalization process is based on the entire 

range of results for the codecs under test. The best estimate 
Sbest and the worst estimate Sworst from among all the analyzer 
estimates are determined. Next, all of the estimates are linearly 
rearranged within the interval [0, 100] using the following 
formula: 

bestworst

worst

SS

SS
S

−
−

=100 , 

where S  is the normalized estimate and S is the original 
estimate. 

This normalization process indicates that the normalized 
codec estimate depends not only on the codec’s results, but 
also on the results of the other tested codecs. An alternative 
normalization process can use a static normalization equation; 
for example, the process could fix setting Sbest and Sworst for 
each analyzer. Unfortunately, selecting normalization formula 
parameters requires knowledge about typical estimates for 
commonly used codecs; in fact, this process is rather 
subjective. Moreover, static normalization is suitable only for 
some “typical” set of codecs, and it can produce strange values 
for other codecs (for example, codecs with perfect or relatively 
higher efficiency). 

B. Estimate weighted averaging 

The result of the normalization process is a set of estimates 
in the range [0, 100] for each analyzer. The last step of the 
proposed scoring method is combination of these estimates to 
produce a final score for each analyzed codec. A weighted 
average is used to this end: 

∑
=

=
N

i
iifinal SwS

1

, 

where Sfinal is the final score, 
iS  is the normalized estimate of 

the ith analyzer, wi is the weight of ith analyzer and N is the 
total number of analyzers. 

Weights wi correspond to the significance of the analyzers. 
The weights can be selected based on the importance of 
different parts of the codec for a target application area or 
based on some expert’s subjective score for the codecs under 
test. The weights used in this paper are listed in Table V. The 
normalized estimates for all of the proposed analyzers, along 
with the final scores, are presented in Table VI. The best final 
score (488) was achieved by the IPP H.264 codec, and the 
worst score (72) by Xvid. This result meets expectations, since 
the performance of the IPP H.264 encoder is the slowest and 
that of the Xvid MPEG4 is the fastest within this analysis. 

TABLE V 
ANALYZER WEIGHT 

Analyzer Weight 

Frames Decimation 1 
Noise Frames 2 
Noise Blocks 1.5 

Synthetic Motion 1 

 
TABLE VI 

NORMALIZED SCORES FOR EACH ANALYZER AND FINAL CODEC SCORE 

Codec/Preset 
Frames 
Decim. 

Noise 
Frames 

Noise 
Blocks 

Synth. 
Motion 

Final 
Score 

x264/default 23 72 0 0 167 
x264/ref_4 42 100 57 31 358 

x264/subme_7 36 91 30 23 285 
IPP H.264 100 69 100 100 488 

Xvid 0 0 29 29 73 

Larger values correspond to better results. The best result for each analyzer 
and the final scores are in boldface. 
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Fig.11  Video codec analysis results using synthetic motion sequences. 
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Fig. 12  Video codec analysis results using synthetic motion sequences. 
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V. CONCLUSION 

This paper has presented a novel method of analysis that is 
suitable both for overall video codec quality and for separate 
aspects of a video codec, such as rate control, motion 
estimation and mode decision algorithms. This method can be 
applied to a variety of codecs and video coding standards 
because it does not use any specific knowledge of the encoded 
stream structure or any details of the encoding algorithm 
implementation. The proposed method considers a video 
codec as an abstract, lossy compression system with a rate-
distortion function that can be approximated. The use of 
natural sequences increases the adequacy of the analysis for 
the target video codec implementation area. Selection of a 
more specific test set can increase the analysis quality in 
specific usage areas, such as videoconferences and dynamic 
actions. Generation of sequence modifications is the basis of 
the proposed methods. Each modification is oriented toward a 
specific part of the rate control algorithms. Specific video 
codec algorithms can be analyzed, with only common 
assumptions about the encoding process being required. 
Access to information about video coding standards or 
additional information from encoded streams can improve the 
quality of the analysis using additional dependencies between 
encoded syntax elements. Other future opportunities for the 
proposed methodology exist in the area of combining 
automatic scoring with subjective human assessment to 
produce more accurate final scoring. 
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