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Video Codec Scoring Based on Modified
Natural and Artificial Video Sequence
Processing

Alexander Parshin, Dmitriy VatolilnMember, IEEE]lya Brailovskiy and Philip Corriveau

Abstract—In this paper we propose a novel approach to video
codec evaluation, comparison and testing based ongparation of
specific video sequences followed by efficiency dwation. Several
strategies for applying natural video sequence mofication as
well as fully artificial video clip creation are swgested and
studied. Experimental results with measurements andscoring

vendor-neutral.

There are several characteristics of a codec taat ke
manipulated to achieve the required trade-offstfier visual
quality provided by a specific compression rate. éWhan
acceptable end-user visual quality can be achievitd a
lower compression rate, it not only saves needediwilth,

summary for several H.264 and MPEG-4 ASP codecs are but it is also more efficient with regard to prosieg. The

presented and discussed.

methodology that we present allows codec companisibim
regard to manipulating this compression featureat¢hieve

Index Terms—video codec quality analysis, objective quality|qwer distortion for a given bitrate budget.

metrics, video sequences modifications.

. INTRODUCTION

Another important dimension of end-user codec ¢gali
perception is performance. It is obvious that thetdr a user
can get the desired result, the better. In thisyaisa however,
we assume that all codecs that are to be compareahked

OMPRESSION of video data is a key processing; have the same level of performance or, attlewdl be

technology that enables distribution of media fowide
range of applications. The ability to compress widdthout
noticeable or with acceptable subjective qualityrddation is
one of the main features that aided in the expiosiodigital
video into the existing consumer base and onto gmgr
markets.

There are currently more than ten internationaldaads for
digital video coding, and several more are undeeldgment.
These standards mostly specify the syntax and s@wanf
coded data streams. The decoding and (moreoveodamyg
algorithms usually are not specified by the stadslathus
allowing multiple implementations of one standarat-exist.

Video codecs can be compared using different @itsuch
as the supported coding feature set, codec conftbns,
performance, introduced delay and various
characteristics. In this paper we present a methatlallows
for automatic evaluation of codec quality from thed-user
perspective. We investigate a method for producing
calculated score that allows comparison of differeodecs.
This evaluation method is designed to be codeandstrd- and

Manuscript received April 29, 2008. This work wagpgorted in part by
the Russian Foundation for Basic Research undent®sa07-01-0075%.

A. Parshin is with the Moscow State University, Mow, Russia (phone:
+7-495-939-0190; e-mail: aparshin@graphics.cs.mgu.r

D. Vatolin is with the Moscow State University, Mosv, Russia (phone:
+7-495-939-0190; e-mail: dmitriy@graphics.cs.msu.ru

I. Brailovskiy is a Media Architect with Intel Coopation, Moscow,
Russia, (8-495-641-4662; e-mail: ilya.v.brailovs@intel.com)

P. Corriveau is a Principal Engineer with Intel @mation, Hillsboro,
USA, (+1-503-799-9284, e-mail: philip.j.corriveaud@l.com)

within the same performance class. For exampledavanot
compare online and offline codecs, since they Ugsusve
very different performance levels (offline codeag anuch
slower).

Considering the nature of video codecs compari#ois
clear that there is a need to have access to bethriginal and
processed video sequences for effective codec sisal@ur
goal is to examine full encoding operations, whielguires
that we have the original raw video sequences aatl we
submit all unprocessed data to the encoder. Theubof the
encoder is the processed data, which leaves ushwith the
original and processed video sequences. That allosv$o
apply so-called reference metrics like PSNR andvSBl| or
to apply VQM methodologies [15], [16] to evaluateet

oth&fpjective quality of the encoded video. The apitid use

number of metrics and methodologies is criticaicsione of
the main problems of objective analysis methodsthis
absence of adequate metrics that correlate weil thé& human
visual system. PSNR and other reference metricsnaio
guarantee a result that coincides with real huméauaV
perception [5], but they do provide a reasonabteetation.

In addition, scoring results for a given codec $tiobe
normalized to allow comparison of different codebs.this
context we consider a reference (or model) codathhs the
desired characteristics. The parameters of thisetnmatlec are
used as normalization parameters for the codecruade For
example, the reference codec could have two-tineti®ib
quality than another codec for given bitrates. & same time,
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Fig. 1. General scheme of video codec analysis.

the reference codec should be within some validitguange analyzer estimates as a final scoring stage isritbestc in
for current industry-leading codecs—it should netdsders of Section IV.
magnitude better. This is more of a pragmatic @®rsition,
since, otherwise, normalization would not be vesgful for [I. VIDEOCODECANALYSIS
visual comparison. The overall high-level scheme of the proposed nubtiso
According to authors with expert knowledge in theaaof  gepicted in Fig. 1. The first stage involves takiagvideo
video compression, and based on various other n#s¢al-  sequence and creating modifications of the vidéaguenown
[3], there are three major coding blocks that define quality mogification parametersvi. Modified sequences can be
of the codec: created using natural video feeds or using totaltficial
*  Motion compensation (MC) algorithm; feeds. The modified sequences are submitted toctuec
* Macroblock decision algorithm (macroblock-typeynder test, which encodes and decodes each of igubdif
decision selection and higher-level frame-typgtreams. The encoded results are then compared thgth

selection); results of the original video sequence encodings€hresults
+ Rate control (quantizer selection for both framere also compared with the results of the codingguthe
and macroblock levels). reference video codec to produce baseline codiagltssS.

These algorithms are critical and, in most casély, define  The video codec analysis system takes the arragsoits,S,
codec quality performance. Our goal is then to tere@aset of and the array of modification parametdyk, as the input and
tests that assess each aspect of the definingatbestics. We  calculates the estimate for a sequence modificafite final
do not use any explicit knowledge or implementatifstails step is combination of estimates for several difer
about specific codecs. Instead, in this paper wkensme modifications (or codec analyzers) to produce thal fcodec
general assumptions about the codecs: the codeésripe score. Each stage of this analysis is discusséartiner detail
block-based  transforms, quantization and  motiof the following sections.
compensation. The proposed methodology does noim@ss
any knowledge about specific bitstream syntax fogien . .
standard, so the methodology can be used for reultiideo A. Modified video sequences
coding standards. When determining codec performance, one is able to

The remainder of the paper includes details ofpifoposed investigate the common characteristics of the cadNot all
methodology in Section II. In Section I1.A attemtics focused Ccodecs are the same, but there are baseline feahatehave a
on the proposed video sequence modifications. REFOMmMon effect on the resulting video quality. Thetion
characteristic calculation and the algorithm fomgarison of Compensation,  quantization —parameter selection and
RD curves are considered in Sections II.B and Il.dnacroblock mode decision algorithms ultimately defithe
respectively. In Section 11.D the algorithm for &zer scoring c0ding quality results in most cases.
calculation is described in detail. Results of aipplication of ~ Although we have not mentioned any other encoding
the proposed methods are summarized in Sectiobdied on algorithms  that might affect visual quality, theseher
analysis of motion compensation algorithms (Sectigy) and ~ a@lgorithms are considered indirectly in our apptoagor
overall codec efficiency (Section 111.B). Combirati of example, noise cancellation is also important ® e¢hd-user
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dynamic scenes in the video. This method is dedigne
to test the stability of frame-level encoding
algorithms.

* Noisy macroblock insertion. In each frame, at a
random positionN, noisy 16x16-pixel macroblocks
are added. The modification parameter in this netho
is the numberN of noisy macroblocks added.
Significantly varying macroblocks have a tremendous
influence on the frame statistics. Codecs with good
macroblock-level algorithms will work mostly
effectively with such videostreams modifications.
This modification aims to test macroblock-level
coding efficiency.

Spatially altered noise. Gaussian-distributed noise
N(0, o) is added to each pixel of each frame. The
noise variationo is adjusted linearly from the first to
the last pixels in the frame. As a result, the fasels
become much nosier relative to the first pixelse Th
modification parameter here is the noise parameter
for the last pixel, SIGMA_MAX The target codec
component of this modification is the macroblock-
level rate-control algorithm. By taking into accéun
different levels of noise for different macroblogcks
such algorithms can significantly improve encoding
results.

» Synthetic stream with moving objects.This video
sequence consists of a static background and a
number of moving objects. The background texture is
generated using the following formula:

cxy) :z—go(sin(frxl ) +sin(fr,, 30+
+sin(fr,, 0y) +sin(fr, ) +4)

where C(x,y) is the color of pixelx,y) andfryy, fryo,
fry1 and fry, are the randomly selected frequencies

Fig. 2. One frame from a synthetic motion sequence .

perception and can be evaluated separately. Asahee time,
the quality of the noise cancellation can be caled using the
quality of the motion estimation and the macrobldekisions.
Codecs with better noise cancellation algorithmsl emp

having more robust motion estimation.

The contribution of each of these three parts (omoti
compensation, rate control and mode decisionshéofinal
quality varies. The contribution is defined not yoridly the
specifics of the codec implementation, but alsath®y nature
of the sequence being encoded. Video sequence inaiiins
of the natural and artificial sequences are designesuch a
way that they impact a particular part of the eigd
algorithm. By looking at the absolute and relatregiations of
coding efficiency with respect to the extent of the
modification, we can try to draw some conclusiohsud the
efficiency of different codec algorithms.

We implemented several modifications of variousursdt
sequences and one synthetic sequence. The following
modifications are discussed further in this paper:

» Frame decimation. From the source video sequence

containing frame¢F}, i = 1,..,P, we keep each Ntf:

= 0 (mod N)and drop the rest of the frames. The
modification parameter in this method is the drogpi
factor N. Decimated video sequences have lower
correlation between frames in the time domain. One
of the main algorithms where efficiency is highly
dependent on the correlation between subsequent
frames is motion estimation. So, the coding efficie

of such highly decimated video sequences mostly
depends on the motion estimation algorithm
efficiency.

Noisy frame insertion. Frames with a uniform noise
distribution (all generated values have equal
probability) are inserted into the original video
sequences. Each noisy frame is inserted after évery
frames. The modification parameter in this methed i
the number of noisy frames added, Insertion of
vastly different frames into the source sequence
strongly impacts the frame-level or group-of-frames
level (GOP-level) bitrate control algorithms. A
similar situation occurs when there are highly

(same for all frames in the sequence). Moving dbjec
are represented by squares with the following
synthetic texture (for each colorplane):

C(x,y)= 2755(sin(frX X) +sin(fr, ) +2)-

Object size is initially defined randomly (the size
depends only on target video resolution). Eachatbje
in a given frame can be described by its posifioy)

and speedv,,v). The initial position is random, and
the initial speed is selected randomly from therivel

[0, MAX_SPEED] where MAX SPEED is a
sequence parameter that defines motion complexity.
The position of the object in the next franiel] is
defined using the current speed of the object:

X =X TV,
yi+1 = yi +Vly
The object speed is updated in two stages:
1. Add a random value from the interval

[FMAX_SPEED/2, MAX_SPPED/2p each
speed component.
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2. Add the correlation component to the speed Approximation of the relationship between comprassi
vector to emulate correlated motion in thecoefficients and resulting distortion was carriedt asing
scene. piece-wise linear functions. For building RD curvéee codec

An example of a frame from a generated sequencevigs run several times with various target bitratafter
depicted in Fig. 2. The use of these synthetidecoding, we obtain information about introducestattion
sequences is intended to test a codec’s moti@nd achieved bitrate (or actual compression rdte$. worth
compensation algorithm. The constant texture bbth onentioning that the actual bitrate was significardifferent
the background and objects allows for encodinffom the target bitrate for several of the coddust twere

ideally compensated frames very efficiently. Ttts,

main reason for differences in codec results is thi

case is the motion compensation algorithm.
 Moving object tail-area analysis. A synthetic

tested.
For quality assessment (as a measure of introduced
distortion) we used the PSNR and SSIM metrics FENR
(peak-to-signal noise ratio) is the classical measof the

sequence with just a small number of moving objecglifference between two signals:

is generated in a manner similar to that of the
previous modification. The modification parameter i
this case is again the object speed. The purpose of

2
PSNRX,Y) =1000g,, =00 MM
Z;Z;(Xi,j _Yi,j)2
i=1 j=

this modification is to analyze quality differences arex andY are compared images witxN resolution.
the tails of objects (those regions covered by the The g51M metric takes into account three componeias

objects in the previous frame) and the averageitgual

of the entire frame. Quality in the tail areas dejse

image: luminance change, contrast change and ieeriaf the
image structure. In its final form, the SSIM metfic signals

mostly on the mode decision algorithm of codeg andy can be represented by the following formula:

under test.

Many other modifications of natural
sequences can be proposed to analyze video codibes.
advantage of natural sequence modification is nacleguate
results in the target video codec application ardee
advantage of synthetic motion modifications is ioyad
sequence parameter control and additional
information about sequence structure.

B. RD curves

and synthetic

semanfie =

(2/u></uy + Cl)(zgxy + CZ)
(/ux + /uy + Cl)(o-x + gy + CZ)

Oy = iz:,wi(xi _ﬂx)(Yi _'“y)'

SSIM(X,Y) =

h N
where ,Ux:zwixi’
=

1
(ZN: , (Xi ‘ﬂx)Jz’ C,and C, are constants ang; is the
=1

set of coefficients of the smoothing filter. Moretdils on the
SSIM metric can be found in [8].

We consider the dependence of distortion on the Note that the quality metric is a parameter of gheposed

compression rate (rate-distortion curve, or RD eyas one of
the main characteristics of the coding results dowvideo
sequence. In rate-distortion theory, the dependente
encoding size (or encoding bitrate) on distortisrdéfined in
following way [6]:

R(D) = min 1(X;X)
(®) POIX)Y, o) PO P(XX)d (XD ( )
whereR(D) is the RD functionX is the source signa@ is the

decoded signall, is the full information,p is the probability

methodology. Instead of the quality metric PSNRdusethe
present analysis, SSIM and VQM [15]-[18] can beerlat
applied for more adequate visual quality estimates.
Additionally, subjective testing results can bedige lieu of
automated testing results.

After several trials of the video codecs using masi bitrates
for each modification of the source video sequenepbtain
a set of number€R, D) whereR is the actual bitrate ard is
some quantitative measure of the introduced disturtThis

density of the signal and is the distance between the sourcdt@ i an approximation of the RD curve for theemusing

and decoded signals according to the metric.
This formula is used to find the code for a sigfvatich is
explicitly defined by conditional probabilify(x|x)) such that

the average distortion will not exceed a givenghaddD and
the transmission ratg (X, X)) of the signal is minimized.

There are numerous analytical expressions forftimstion
that are applicable to different types and distidns of data.
Some of these expressions are successfully usezbdec
control algorithms based on RD models [7]. Nevdetb® in
the case of evaluation of total quality, such aticdy
expressions are not common. This situation canxpéi@ed
by the high correlation of source data and the kigmplexity
of the video codecs.

the modification under considered. The RD curvavbeh the
obtained RD points is approximated linearly (withany
extrapolation).

C. RD curves comparison

The next phase involves comparison of the two REves
to obtain a single value for each modified sequeridee
geometric mean of the bitrate ratio for a spedjimlity was
also used for comparing two RD curves [9]:

@t _ oo 1 71 (R(D) ,
S —exp{b_aaln(Rz(D)JdD}

where Ry(D) and Ry(D) are the RD curves (which relate the
dependence of the rate to the amount of distortiomjer

(1)
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TABLE |
FINAL RESULTS OFMOTION COMPENSATIONALGORITHM ANALYSIS USING
FRAME DECIMATION M ODIFICATION

Algorithm Bitrate Ratio Frame Decimation Score
ESA 98.9% 0.58¢
UMH 99.1% 0.58¢
HEX 100.0% 0.61z2
DIA 101.0% 0.621

Lower values correspond to better video codingltesu
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Fig. 4 Analysis of motion estimation algorithmsngsnoisy frame insertion
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Fig. 3. Results of motion estimation algorithmsabysis using sequence
modification with frames decimation.

consideration anfl,b] is the range of the quality metric that

we use to conduct our comparison. The estimateevgiw

characterizes the average ratio of bitrate,fornaesquality for
a set amount of introduced distortion, that carati@eved by
a video codec with corresponding RD characteristi¢ste
that, in the case of piece-wise linear approxinmtbthe RD-
curve functions, it is the formula above can b&wdated
analytically.

D. Estimate calculation for one modification

The RD-curve comparison phase yields a single védue
each modified sequences, with the value charaatgriadeo
codec efficiency for a given modified sequence. Trfzén goal
of this stage is to analyze these numbers andeceestimmary
video codec estimate. The method proposed in thpepis
based on an analysis of the change in codec behaifio
respect to the increase
complexity, all in comparison with the reference (nodel)
codec behavior. The reference codec is also rungthdhe
same tests as the codec under examination. Aetudts we
got values(M, S) for the reference codec afil, S) for the
codec under test. The overall estimation calcutafior the
codec is performed using the following comparisamction:

Q=Q(M,Ss',s)

Empirical experiments demonstrated that for alltegs

modifications, the functior8(M) is very nearly linear. As a

result, we can use the difference in slopes for lthear
approximation (calculated by a least-mean-squaethaou) for
these functions as an approximation of the diffeeein the
rates of change of the efficiency. The averageatstratio
g*[:fg]ested(see (1)) for the original sequences is used tsiden

TABLE Il
TESTEDCODECS
Encoder Preset Description
default Default codec parameters
ref_4 Four reference frames are used for ME
X264 [10] - . .
Maximum complexity of rate control
subme_7 :
- algorithms
IPP H.264 _ GORP structure: IBBPBBP...; 6
[12] reference frames; frar-level CBF
-max_bframes 2 -quality 6
XviD [11] - -vhgmode 1 -bvhq -gpel —turbo

-single

reference codec quality. Linear combination of theues
above is used as the estimate:

QM,S,S) = 1-)aM,S) -aM,S))+,525 . (1)

nZMiS _ZMi DIZS ,

a(M,S)=— i 3
nZMiZ—[ZMJ
where y is a constant in the rand®, 1] and a(M,S) is the

slope of the approximating line (the average rdtehange of
the coding efficiency).

This section includes examples of an implementatibn
some of the methods described in the previous@ecliwo

ANALYSIS RESULTS

in processed video sequenests were conducted: first, a test for motion nestion

algorithm analysis and, second, a test for the alveodec
effectiveness analysis.

A. Motion compensation algorithm analysis

The motion compensation (MC) algorithm analysis tfo
x264 encoder (video coding standard MPEG-4 AVC/HA.26
[13]) was performed as the first test of the prambanalysis
method. There are four MC algorithms in the x264ogier:
ESA (an exhaustive search), DIA (a simple diamosarch),
HEX (an adaptive pattern search) and UMH (a conilmnaof
different methods over a hexagonal motion seardtefpg.
Frame decimation modifications were used to analkzef
the algorithms. The standard video sequences ‘{8tedfad
“Flower Garden,” each with resolution 352x288 (Cli®ere
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35 TABLE lll
> Frames Decimation AVERAGEBITRATE RATIO FOR AGIVEN QUALITY FOR NATURAL SEQUENCES
2 —o— x264/default
?:’ 3 x264/ref_4 Codec/Preset Bitrate Ratio
£
2. A eeme x264/defaul 100.0%
T —— IPP H264 g x264/ref_« 97.1%
2 XviD i x264/subme_ 98.0%
g, i IPP H.264 88.1%
: /// Xvid 105.0%
Eﬂ 15
7 2.8
0 1 2 3 4 5 6 7 8 Noisy Frames

Decimation Parameter

Fig.5 Video codec analysis results using frameéndatton modification.

2.4 —e—x264fdefault
x264/ref_4

Frames Decimation -k X264/subme_7

—— IPP H264

0.310

0.300
0.290
0.280
0.270
0.260

XviD

Average Bitrate Ratio for the Same Quality

Average bitrate ratio for the same quality

>
P
1 &
P 0 2 4 6 8 10 12 14
o0 264/defaul ‘ 264/ref_4 ‘xZGA/ b 7‘ PP H264 xviD ‘ Number of Noisy Frames
X efault X ref 'subme (vil . . . . . . .
ma o301 0.294 0.297 0278 oss | Fig. 7 Video codec analysis results using noisgmi insertion
modification.

Fig. 6 Video codec scores, obtalned usmg frameminion modfication
(=0.5).

Noisy Frames

used as the original sequences. These sequences we
decimated with parameters ranging from 1 to 8. T
resulting sequences (the original plus eight modifons for
each of the two sequences) were encoded with thl x2
encoder using bitrates from 100 Kbit/sec to 3 Mieit/ (a total
of seven bitrates). The RD curves calculated fochea
modification were compared with the RD curve fore th
corresponding original video sequence. Comparissults are
depicted in Fig. 3. Fig. 8 Video codec scores, obtained usmg noisgmé insertion
It is obvious from Fig. 3 that the DIA and HEX atgbms modification (/=0.5).
have a better relative effectiveness trend for rarelasing

number of decimated frames. Based on this resigltpbssible . .
to draw a conclusion about the increased qualitythefse complex algorithms are much better because of ngryates

algorithms relative to simpler implementations ofADand ©f codec effectiveness degradation with increasimgtion
HEX. complexity.

Note that the differences between MC algorithms are
relatively small for other types of video sequence B, Overall codec effectiveness analysis
modifications. This situation allows us to use @It  This gection describes the overall codec effectisen

modifications to test only particular parts of aleo. Changes analysis using the proposed analysis methods. Blueos
in other codec parts have a weak impact on the/sisakesults. | |nqer test and their respective parameters aredlish

An example of the same results for noise macrobios&rtion  tapje 11 There are two MPEG-4 AVC/H.264 codecst (o

modifications are depicted in Fig. 4. total of four presets) and one MPEG-4 ASP [14] codkhe
The x264 encoder with default settings was seleatethe standard video sequences “Stefan” and “Flower Geirdie

reference codec (the HEX algorithm is used). Therage CIF resolution) were used for all of the tests.

bitrate ratio for the original sequence relativethte reference  1pa average bit-rate ratio for a fixed quality foe original
encoder, along with final analysis estimates siteti in Table | sequence in comparison with the reference codpeeisented
(=05 is used in (2)). Lower estimates correspond tdebet i, Taple |11. Lower values correspond to betterutess The
results. X264 codec with the default parameters was seleatethe

The average bitrate ratio for a given quality ismeequal eference encoder. The maximum difference betweerbest
for all of the MC algorithms. The final results pfesets with

0220 [

0210 |~

0.200

0.190
0.180
0.170

0.160

Average bitrate ratio for the same quality

x154/de'au|t ‘ x264/ref_4 x164/subme 7 IPP H264 XviD
=Q 0.192 0.183 0.186 0.193 0.217
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and worst codecs was 17% of bit-rate. The bestltrésu
demonstrated by the IPP H.264 encoder, and thet wessalt
by the Xvid encoder.

All of the following results were obtained witlr=0.5.
Target bitrates were varied from 100 Kbit/sec tdMBit/sec.
The actual bitrate for some codecs differed sigaiftly from
target bitrate, but this did not adversely influeribe stability
of the analysis. Codec performance was not stridlibrated
for this test. The difference in encoding speedvbenh the
fastest codec (Xvid) and the slowest codec (IPFRB#).2vas as 1
much as a factor of five. Nevertheless, all of tbeecs fit in oo " Number of Noisy Mackroblocks o

. . . . Fig. 9 Video codec analysis results using noisycnoiglock insertion
the same category of medium complexity single-pEfine . uification.
encoders.

The video codecs analysis results for various vid
sequences are presented below.

1) Frame decimation

The frame decimation parameter was changed fierh to
N=8 (only 1/9th of all the frames in the sequence wefiin
the last case). The actual effectiveness of theradiegjon
depended on the number of decimated frames, astddgn
Fig. 5. The x264 encoder demonstrates better sesoihpared T R
to both XviD and IPP H.264. Therefore, it can beatoded [=a oz 079 010
that the x264 encoder yields better performanceaises of Fig. 10 Video codec scores, obtained using noisgroblock insertion
complex dynamic video sequences with rapid sceramgds modification ¢/=0.5).
and active motion. The final analysis results, udahg the TABLE IV

comparison with the reference codec, are depictédg. 6. AVERAGE BITRATE RATION FOR AGIVEN QUALITY , SYNTHETIC SEQUENCE
FORMOTION ANALYSIS

@

Noisy Mackroblocks

N

—e—x264/default iy

o &

264/ref_4

»
@

-~k x264/subme_7

——1PP H264

XviD

Average Bitrate Ratio for the Same Quality

30 35 40

Noisy Mackroblocks

IPP H264 ‘ XviD ‘

0.250

0.200

0.150

0.100

0.050

0.000

Average bitrate ratio for the same quality

0.161 0.190

2) Adding noisy frames
Sequences with 1 to 14 inserted frames with unifprm
distributed noise were used as basic modificatidvsise x264/default 100.0%

Preset Bitrate Ratio

. . . L . x264/ref_¢ 94,9%

frames were inserted uniformly in the following flioms: 64/sulme 91.4%
. M. IPP H.26¢ 72,0%

F= L(‘ + 0-5)NJJ =0,..N-1: Xvid 109,79

whereM is the number of frames in the video sequenceNanc
is number of frames with noise. Each pixel for eadtor- uniformly distributed random color value.
plane was set to a uniformly distributed randonueal The encoding effectiveness depended on the number o
The trend of video encoder effectiveness dependethe noisy blocks is depicted in Fig. 9. The best treisd
noise frame count depicted in Fig. 7. The bestliesare demonstrated by the IPP H.264 encoder. There gunatizer
rendered by the x264 encoder with preset “ref 45uff selection algorithm implemented in the x264 encpbet the
reference frames). The worst-performing codec iiDXlikely X264 results change depending on the particuléingstused.
because of its frame-level rate-control algorithwhjch is too The best results are demonstrated by the preset:teThe
stable to effectively handle fast scene changes fihal analysis estimates, including original video enogdi
analysis results, which include comparison with téference effectiveness, are shown in Fig. 10.
codec, are depicted in Fig. 8.
4) Synthetic motion sequence
3) Adding noisy macroblocks Nine different synthetic sequences with 300 fra3sfps)
Blocks of pixels with uniform noise (all colors fequal 4nq g resolution of 352x288 pixels were creatediis test.

probability) were inserted into the_ origin_al seqeeerin th_is The difference between these sequences wadAe SPEED
test. ExactlyN noisy blocks, each with a size of 16x16 p'xelsparameter, which defines the complexity of objeditiom.

were added to each frame. Block positions werenaligto a This parameter was varied from 1 to 24. The treids

16-pixel grid: effectiveness degradation depending on speed caityple

(%, y) = (00) mod16. depicted in Fig. 11. The best trend is demonstrhtethe IPP

The alignment is necessary to create stricter ¢ongi for H.264 encoder, and the worst trend by the defaudset of

video codec rate control algorithms. As in the cab@oisy x264. The relative bitrate ratio for the synthesmjuence with
frames, each macroblock pixel of each color-plams B  MAX_MOTION=1is shown in Table IV. Note that IPP H.264
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28 - - TABLE V
|, 264/ default Synthetic Motion Sequence o ANALYZER WEIGHT
x264/ref_4 [
24 LA x264[subme_7 Analyzer Weight
22 _)(_ipp’lh')ﬁ/l_hq —
Frames Decimatic 1

xvid/hd_s

' / Noise Frame 2
18 P 74 Noise Block: 15
16 / Synthetic Motion 1
14 _ /
12 /)‘4 TABLE VI
‘ NORMALIZED SCORES FOR EACHANALYZER AND FINAL CODEC SCORE

Average Bitrate Ratio for the Same Quality

0 5 9 protion Speed 20 25 Codec/Preset Frames Noise Noise Syn_th. Final
) ) . ) . Decim. Frames Blocks | Motion Score
Fig.11 Video codec analysis results using synthattion sequences.
x264/defaul 23 72 0 0 167
Svnthetic Motion S x264/ref_4 42 100 57 31 358
ynthetic Motion Sequence x264/subme_7 36 91 30 23 285
e IPP H.264 100 69 100 100 488
o Xvid 0 0 29 29 73

0.160
0.140
0.120
0.100

0.060 |~ - _ . . - - N
' i I I I where S is the normalized estimate ar@lis the original
0020 7 7

0.080

0.040

0,000 - - estimate.
x264/default x264/ref_4 X264/subme_7 ‘ IPP H264 ‘ XviD ‘

[#a o 0149 } 0154 o106 | oo | This normalization process indicates that the nin®a
codec estimate depends not only on the codec’dtsedwut
also on the results of the other tested codecsalfamnative
normalization process can use a static normaligapuation;
shows an advantage of 28% in bitrate for the sanadity as o, example, the process could fix settiBigs and Syors fOr
compared to x264 with default parameters. As alteBP  each analyzer. Unfortunately, selecting normakimafiormula
H.264 shows the best estimate for this type ofyesmal All the parameters requires knowledge about typical estisndor
estimates are shown in Fig. 12. commonly used codecs; in fact, this process is erath
subjective. Moreover, static normalization is soigaonly for
some “typical” set of codecs, and it can producangfe values
IV. FINAL SCORECALCULATION for other codecs (for example, codecs with perdectlatively
A number of analyzers were described in the previothigher efficiency).
section. Each analyzer is intended to analyze tcpkar part

: . B. Estimate weighted averaging
of a video codec and procures one estimate for eadec. o ) .
This section describes a method for combining &lithe The result of the normalization process is a setstimates

estimates into a final codec score. There are tages of the N the range[0, 100] for each analyzer. The last step of the

proposed estimates combination process: 1) norataizand Proposed scoring method is combination of thesenags to
2) weighted averaging. produce a final score for each analyzed codec. fghted

average is used to this end:

Larger values correspond to better results. The riessilt for each analyzer
and the final scores are in boldface.

Average bitrate ratio for the same quality

Fig. 12 Video codec analysis results using syithmbtion sequences.

A. Estimate normalization N
Each analyzer has its own range of estimates, which Sfi"a':izzl:"vis*’

depends on the range of slop#M,S)and analyzer parameter yheres, ., is the final score§ is the normalized estimate of

Y Morgover, the sequences (natural or synthetle)j_ der the the i analyzer,w; is the weight ofi" analyzer andN is the
analysis also influence the analyzer estimate ki ‘alue
total number of analyzers.

Séested As a result, normalization s required prior to Weightsw; correspond to the significance of the analyzers.
combination of the estimates. The weights can be selected based on the importahce
The proposed normalization process is based orrtiee  different parts of the codec for a target applimatarea or
range of results for the codecs under test. The é&8nate based on some expert’s subjective score for theasdnder
Sestand the worst estimat&,rs: from among all the analyzer test. The weights used in this paper are listeBable V. The
estimates are determined. Next, all of the estignate linearly normalized estimates for all of the proposed aralyzalong
rearranged within the intervdD, 100] using the following with the final scores, are presented in Table \He Dest final

formula: score (488) was achieved by the IPP H.264 codet,th@
S =100 e =S | worst score (72) by Xvid. This result meets exptiwts, since
Siorst — Spest the performance of the IPP H.264 encoder is theedband

that of the Xvid MPEG4 is the fastest within thigadysis.
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V. CONCLUSION

This paper has presented a novel method of andheiss
suitable both for overall video codec quality and $eparate
aspects of a video codec, such as rate controljomot
estimation and mode decision algorithms. This nebtten be
applied to a variety of codecs and video codinghdaieds
because it does not use any specific knowledgkeoéhcoded
stream structure or any details of the encodingrétgn

implementation. The proposed method considers aovid[16]

codec as an abstract, lossy compression systemantte-
distortion function that can be approximated. Thee of
natural sequences increases the adequacy of thsianfar
the target video codec implementation area. Selectif a
more specific test set can increase the analysaditygun
specific usage areas, such as videoconferenceslyaraimic
actions. Generation of sequence modifications éskthsis of
the proposed methods. Each modification is orietdedird a
specific part of the rate control algorithms. Sfiecvideo

9

[12] Videocodec Xvid of videocoding standard MPEG-4 AS&failable:
http://www.xvid.org/

[13] Draft ITU-T recommendation and final draft interiatal standard of

joint video specificatio{ITU-T Rec. H.264/ISO/IEC 14 496-10 AVC).

Joint Video Team (JVT) of ISO/IEC MPEG and ITU-T EG,

JVTGO050, 2003.

Coding of Moving Pictures and Associated Audio./IEO 14496-2,

MPEG-4 Committee Draft ISO/IEC JTC1/SC29/WG11, Q&98

ITU-T Recommendation J.144, "Objective perceptumles quality

measurement techniques for digital cable televigiothe presence of a

full reference.”

ITU-R Recommendation BT.1683, "Objective perceptideo quality

measurement techniques for standard definition taligbroadcast

television in the presence of a full reference.”

Philip Corriveau “Chapter 4 Video Quality Testimghapter 11 Video

Quality Experts Group, Appendix A VQM Performanceetkics.”

Digital Video Image Quality and Perceptual CodirexfTBook, Edited

by H.R. Wu and K.R. Rao — Taylor and Francis ptiatig 2006

A.M. Rohaly P. Corriveau, A. Webster, J. Libert & dVideo Quality

Experts Group: Current Results and Future DirestionVisual

Communications and Image Processing 2000 (Proogedifi SPIE

Volume 4067, Perth Australia 20-23 June 2000

[14]

[15]

[17]

(18]

codec algorithms can be analyzed, with only commosexander Parshinreceived his M.S. degree from Moscow State Unitsers
assumptions about the encoding process being EEt{UirMOSCOW’ Russia in 2005.Currently he is an Engirinethe Laboratory of

Access to information about video coding standaoits
additional information from encoded streams canrgwe the
quality of the analysis using additional dependesidietween
encoded syntax elements. Other future opportunfoeshe

Graphics and Multimedia at the university. His eesb interests include
video compression, video codecs analysis, videditguanalysis and video
reconstruction.

Dmitriy S. Vatolin (M'06) received his M.S. degree in 1996 and hioPin
2000, both from Moscow State University. Curreiitéyis Head of the Video

proposed methodology exist in the area of combiningroup at the CS MSU Graphics & Media Lab. He ishantof the book

automatic scoring with subjective human assessntent
produce more accurate final scoring.
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