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ON GAUSSIAN MEASURE OF BALLS IN $H$

VLADIMIR V. ULYANOV

Steklov Mathematical Institute, Moscow

ABSTRACT. Different estimates are derived for the density function of a random variable $|Y - a|^2$, where $Y$ is a Gaussian random element in a Hilbert space $H$ with zero mean, depending on possible various values of $a$. The estimates imply upper bounds for probabilities $P(|Y - a| > r)$ with the same behaviour with respect to $a$ and $r$ as the asymptotically sharp results of Linde (1991) obtained for the case $r \to \infty$. Lower bounds for $(P(|Y - a| > r)$ are also constructed.

1. Introduction and Notation.

Let $H$ be a real separable Hilbert space with an inner product $(\cdot, \cdot)$ and a norm $|x| = (x, x)^{1/2}$, $x \in H$. We denote by $Y$ a $H$-valued Gaussian random element with zero mean and covariance operator $V$, i.e. the characteristic functional of $Y$ has a form

$$E \exp\{i(x, Y)\} = \exp\{-(Vx, x)/2\}, \quad x \in H,$$

where $V$ is defined for all $x, z$ from $H$ by

$$(Vx, z) = E(Y, x)(Y, z).$$

Assume that the eigenvalues $\sigma_j^2, j = 1, 2, \ldots$ of the covariance operator $V$ satisfy

$$\sigma_1^2 = \sigma_2^2 = \ldots = \sigma_k^2 > \sigma_{k+1}^2 \geq \sigma_{k+2}^2 \geq \ldots$$

for some $k \geq 1$ which is the multiplicity of $\sigma_1^2$ here and everywhere below. It is well known that there exists an orthonormal system $\{e_i\}_{i=1}^{\infty}$ in $H$ such that $Ve_i = \sigma_i^2 e_i$, or $Y = \sum_{i=1}^{\infty} Y_i e_i$, where $Y_i = (Y, e_i)$ are independent real Gaussian random variables with zero mean and variances $\sigma_i^2$. A density function of a random variable $|Y - a|^2$ will be denoted by $p(u, a)$, $u \geq 0$, $a \in H$.

Zolotarev (1961) proved the first sharp asymptotic result for $p(u, 0)$

$$\lim_{u \to \infty} p(u, 0)/f_k(u, 0) = M(k),$$

where

$$M(k) = \prod_{j=k+1}^{\infty} (1 - \sigma_j^2/\sigma_1^2)^{-1/2}.$$
and \( f_k(u, 0) \) is a density function of \( \sum_1^k y_i^2 \), i. e.

\[
f_k(u, 0) = (2\sigma^2 \Gamma(k/2))^{-1} (u/(2\sigma^2))^{k/2-1} \exp(-u/(2\sigma^2)),
\]

where \( \Gamma(\cdot) \) is gamma function. There are a lot of papers devoted to different generalizations of (1) on asymptotic behaviour of a Gaussian measure in a Hilbert space or in some Banach spaces (see e. g. Lifshits (1991) and Linde (1991) and bibliography in these papers). But in order to get generalizations of the law of the iterated logarithm to a Hilbert space (see e. g. Einmahl (1991)) or to study an accuracy of Gaussian approximation in infinite dimensional spaces (see e. g. survey by Bentkus et al. (1990)) one needs to know the behaviour of Gaussian measure of balls \( B(a, r) = \{ x \in H : |x - a| \leq r \} \) not only for large but for all values of \( r \).

One of the first results in this direction was obtained by Hoeffding (1964) who proved (cf. (1)) for all \( u > 0 \) and \( k \geq 2 \)

\[
p(u, 0) \leq M(k) f_k(u, 0).
\]  

Later several upper estimates for \( p(u, a) \) when \( a \neq 0 \) were derived in the papers on the central limit theorem in a Hilbert space (see the monographs by Paulauskas and Rackauskas (1989) and by Sazonov (1981) and the bibliography there and also Sazonov et al. (1988)). The discussion on these results see in Ulyanov (1991). However (2) does not follow from the above mentioned inequalities. In Ulyanov (1991) the inequality (2) was generalized in the following way: if \( k \geq 2 \) then for any \( a \in H \)

\[
p(u, a) \leq M(k) (2\sigma^2 \Gamma(k/2))^{-1} 
\times (u/(2\sigma^2))^{k/2-1} \exp(-u^1/2 - |a|^2/(2\sigma^2)).
\]  

Obviously, (3) coincides with (2) if \( a = 0 \), i. e. \( a \) equals the zero element in \( H \). The Theorem in Richter and Ulyanov (1991) gave a hint that (3) can be improved under additional assumptions on \( a \).

The aim of the present paper is to get these refinements of (3).

We give different upper bounds for \( p(u, a) \) according to possible various values of \( a \) and \( k \) (see Theorem 1 and Remark after it).

In order to show how sharp the new results are, we construct upper and lower estimates for \( P(|Y - a| > r) \) (see Theorem 2 and Corollary).

Our new estimates imply, in particular upper bounds for probabilities \( P(|Y - a| > r) \) with the same behaviour with respect to \( a \) and \( r \) as the asymptotically sharp results of Linde (1991) obtained for the case \( r \to \infty \) (cf. Theorem 3 and Remark 1 on p. 1274 in Linde (1991) and our Theorem 2).

2. Main Results.

Put for \( a \in H \)

\[
\bar{a}_l = (a_1, \ldots, a_l),
\]

where \( a_i = (a, e_i), i = 1, 2, \ldots, l. \)
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**Theorem 1.** a) If $k = 1$ then for any $a \in H$

$$p(u, a) \leq M(2)(2\sigma_1 \sigma_2)^{-1} \exp\left(-\frac{(u^{1/2} - |a|)^2}{(2\sigma_1^2)}\right)$$  \hspace{1cm} (4)

and

$$p(u, a) \leq M(2)(2\sigma_1 \sigma_2)^{-1} \exp\left(-\frac{(u^{1/2} - |a_2|)^2}{(2\sigma_1^2)}\right) \times \exp\left(\frac{1}{2} \sum_{i=3}^{\infty} \frac{a_i^2}{\sigma_i^2 - \sigma_1^2}\right).$$  \hspace{1cm} (5)

b) If $k \geq 2$ then for any $a \in H$

$$p(u, a) \leq M(k)(2\sigma_1^2 \Gamma(k/2))^{-1} \left(\frac{u}{(2\sigma_1^2)}\right)^{k/2-1} \times \exp\left(-\frac{(u^{1/2} - |a|)^2}{(2\sigma_1^2)}\right)$$  \hspace{1cm} (6)

and

$$p(u, a) \leq M(k)(2\sigma_1^2 \Gamma(k/2))^{-1} \left(\frac{u}{(2\sigma_1^2)}\right)^{k/2-1} \times \exp\left(-\frac{(u^{1/2} - |a_k|)^2}{(2\sigma_1^2)}\right) \exp\left(\frac{1}{2} \sum_{k=1}^{\infty} \frac{a_k^2}{\sigma_k^2 - \sigma_1^2}\right).$$  \hspace{1cm} (7)

c) If $k = 2$ and $|a_2| > 0$ then

$$p(u, a) \leq c_1 M(3)(\sigma_1 \sigma_3)^{-1} u^{1/4}\left|\bar{a}_2\right|^{-1/2} \times \exp\left(-\frac{(u^{1/2} - |a|)^2}{(2\sigma_1^2)}\right)$$  \hspace{1cm} (8)

and

$$p(u, a) \leq c_1 M(3)(\sigma_1 \sigma_3)^{-1} u^{1/4}\left|\bar{a}_2\right|^{-1/2} \times \exp\left(-\left(\frac{a_3}{\sigma_3}\right)^2 / (2\sigma_1^2)\right) \exp\left(\frac{1}{2} \sum_{k=1}^{\infty} \frac{a_k^2}{\sigma_k^2 - \sigma_1^2}\right),$$  \hspace{1cm} (9)

where $c_1$ is an absolute constant.

d) If $k \geq 3$ and $|\bar{a}_k| > 0$ then

$$p(u, a) \leq c_2(k) M(k)\sigma_1^{-1} u^{(k-3)/4}\left|\bar{a}_k\right|^{-(k-1)/2} \times \exp\left(-\frac{(u^{1/2} - |a|)^2}{(2\sigma_1^2)}\right)$$  \hspace{1cm} (10)

and

$$p(u, a) \leq c_2(k) M(k)\sigma_1^{-1} u^{(k-3)/4}\left|\bar{a}_k\right|^{-(k-1)/2} \times \exp\left(-\left(\frac{a_k}{\sigma_k}\right)^2 / (2\sigma_1^2)\right) \exp\left(\frac{1}{2} \sum_{k=1}^{\infty} \frac{a_k^2}{\sigma_k^2 - \sigma_1^2}\right),$$  \hspace{1cm} (11)
where $c_2(k)$ is a constant depending on $k$ only.

**Remark.** Always we give estimates for $p(u, a)$ with two type of dependence on $a$. It is explained by the fact that the right-hand sides of inequalities depend on many parameters and one form of the estimate gives sharper result than the other form in some cases and vice versa. Let us compare for instance (4) and (5). Take $a = (0, 0, 1, 0, 0 \ldots)$ and $\sigma_1^2 = 1$. Then (4) can be rewritten in the form

$$p(u, a) \leq M(2)(2\sigma_2)^{-1} \exp\left(-\frac{u}{2}\right) \exp\left(\frac{2u^{1/2} - 1}{2}\right).$$  \hspace{1cm} (12)

At the same time we have from (5)

$$p(u, a) \leq M(2)(2\sigma_2)^{-1} \exp\left(-\frac{u}{2}\right) \exp\left(\frac{1}{2(1 - \sigma_2^2)}\right).$$  \hspace{1cm} (13)

It follows from (12) and (13) that for any fixed $u$ we can choose $\sigma_2$ so close to 1 that the right-hand side of (13) will be much larger that the right-hand side of (12). Vice versa, for any fixed value of $\sigma_2^2$ it is possible to take $u$ so large that (13) will be much sharper than (12).

**Theorem 2 a)** Let $r$ and $a$ be such that $r/2 > |\bar{a}_k| > 1/r$. Then for all $k \geq 3$ there exist constants $c_3(k)$ and $c_4(k)$ depending only on $k$ such that

$$c_3(k) \leq P(|Y - a| > r) \exp\{((r - |\bar{a}_k|)^2)/(2\sigma_1^2)\} \times \sigma_1 r^{-(k-3)/2}|\bar{a}_k|^{(k-1)/2}$$

$$\leq c_4(k) M(k)\min\{\exp(\frac{1}{2} \sum_{k+1}^{\infty} a_i^2/(\sigma_1^2 - \sigma_i^2)), \exp(\frac{1}{2\sigma_1^2}((r - |\bar{a}_k|)^2 - (r - |a|)^2)\}).$$  \hspace{1cm} (14)

**b)** Let $r$ and $a$ be such that $r \geq 1$ and $|\bar{a}_k| \leq 1/r$. Then for all $k \geq 2$ there exists constants $c_5(k)$ and $c_6(k)$ depending only on $k$ such that

$$c_5(k) \leq P(|Y - a| > r) \exp\{((r - |\bar{a}_k|)^2)/(2\sigma_1^2)\} \times \sigma_1^{2-k} r^{k-2}$$

$$\leq c_6(k) M(k)\min\{\frac{1}{2} \sum_{k+1}^{\infty} a_i^2/(\sigma_1^2 - \sigma_i^2)), \exp(\frac{1}{2\sigma_1^2}((r - |\bar{a}_k|)^2 - (r - |a|)^2)\}).$$  \hspace{1cm} (15)

**Corollary.** a) Let $r$ and $a$ satisfy conditions of Theorem 2 a). Then for all $k \geq 1$

$$c_3(k) \leq P(|\bar{Y}_k - \bar{a}_k| > r) \exp\{((r - |\bar{a}_k|)^2)/(2\sigma_1^2)\} \times \sigma_1 r^{-(k-3)/2}|\bar{a}_k|^{(k-1)/2} \leq c_4(k).$$  \hspace{1cm} (16)

**b)** Let $r$ and $a$ satisfy conditions of Theorem 2 b). Then for all $k \geq 1$

$$c_5(k) \leq P(|\bar{Y}_k - \bar{a}_k| > r) \exp\{((r - |\bar{a}_k|)^2)/(2\sigma_1^2)\} \times \sigma_1^{2-k} r^{k-2} \leq c_6(k).$$  \hspace{1cm} (17)

**Remark.** Inequalities (16) and (17) give two-sided estimates for a distribution function of noncentral chi-square distribution in terms of "simple" functions.

The proofs of the Theorems and Corollary are based on a series of lemmas which will be proved in the next section.
3. Auxiliary lemmas.

**Lemma 1.** Let $b > -1$ and $a > 0$. Then

\[ I \equiv \int_0^1 (1 - z)^{-1/2} z^b \exp(-az)dz \]

\[ \leq a^{-(b+1)}(\sqrt{2} \Gamma(b+1) + B(b+1; 1/2)(b+1)^{b+1}), \] (18)

where $\Gamma(\cdot)$ and $B(\cdot; \cdot)$ are gamma and beta functions respectively.

**Proof.** Let us fix any $\gamma : 0 < \gamma < 1$, and write

\[ I = I_1 + I_2, \] (19)

where

\[ I_1 = \int_0^\gamma (1 - z)^{-1/2} z^b \exp(-az)dz \]

and

\[ I_2 = I - I_1. \]

We have

\[ I_1 \leq (1 - \gamma)^{-1/2} \int_0^\gamma z^b \exp(-az)dz \]

\[ \leq (1 - \gamma)^{-1/2} a^{-(b+1)} \Gamma(b+1) \] (20)

and

\[ I_2 \leq \exp(-a\gamma) \int_\gamma^1 (1 - z)^{-1/2} z^b dz \]

\[ \leq a^{-(b+1)}[(b + 1)/(\gamma e)]^{b+1} B(b + 1; 1/2). \] (21)

Taking $\gamma = 1/2$ in (20) and (21) we get (18) from (19).

**Lemma 2.**

Let $Y_1, \ldots, Y_k$ are independent gaussian random variables with mean zero and variance 1. We denote by $f_k(u, a)$ the density function of

\[ |Y_k - \bar{a}_k|^2 = (Y_1 - a_1)^2 + \cdots + (Y_k - a_k)^2. \]

Then for all $|\bar{a}_k| = (a_1^2 + \cdots + a_k^2)^{1/2} > 0$ and $k \geq 1$

\[ f_k(u, a) \leq c(k)u^{(k-3)/4}|\bar{a}_k|^{-(k-1)/2}\exp(-u^{1/2} - |\bar{a}_k|^2/2), \] (22)

where $c(k) = \pi^{-1/2} + (k-1/k)^{(k-1)/2}/\Gamma(k/2)$.

**Remark 1.** The estimate of the type (22) was derived earlier by my student Digailova under additional assumptions on $u$ and $\bar{a}_k$ using another arguments.
Remark 2. In other words (22) gives an upper estimate for the density \( f_k(u, a) \) of noncentral chi–square distribution in terms of “simple” functions. It is known that (see c.g. vol. 6 of Encyclopedia of Mathematics (1990))

\[
f_k(u, a) = 2^{-k/2}(\Gamma(1/2))^{-1} \exp\left(-u + |\tilde{a}_k|^2/2\right) u^{(k-2)/2} \sum_{r=0}^{\infty} \frac{|\tilde{a}_k|^{2r} u^r \Gamma(r + 1/2)}{(2r)! \Gamma(r + k/2)}
\]

Proof. If \( k = 1 \) then (22) follows from the fact that the density function of \((Y_1 - a_1)^2\) equals

\[
(2\pi u)^{-1/2} \cdot 2^{-1} \cdot \left[ \exp\left(-u^{1/2} - a_1^2/2\right) + \exp\left(-u^{1/2} + a_1^2/2\right) \right].
\]

In the sequel \( k \geq 2 \).

Note that \( f_k(u, a) \) coincides with the density function of \( Y_1^2 + \cdots + Y_k^2 \). We recall that \( f_{k-1}(u, 0) \) stands for the density function of \( Y_1^2 + \cdots + Y_{k-1}^2 \) and

\[
f_{k-1}(u, 0) = 2^{-(k-1)/2}(\Gamma((k-1)/2))^{-1} u^{(k-1)/2-1} \exp\left(-u/2\right)
\]

let \( g_k(u, |\tilde{a}_k|) \) denote the density function of \((Y_k - |\tilde{a}_k|)^2\). It is easy to see that

\[
g_k(u, |\tilde{a}_k|) \leq (2\pi u)^{-1/2} \exp\left(-u^{1/2} - |\tilde{a}_k|^2/2\right).
\]

Put \( c_1(k) = (2\pi)^{-1/2} 2^{-(k-1)/2}(\Gamma((k-1)/2))^{-1} \). It follows from (23) and (24) that

\[
f_k(u, a) = \int_0^u g_k(u - v, |\tilde{a}_k|) f_{k-1}(v, 0) dv
\]

\[
\leq c_1(k) \exp(-u^{1/2} + |\tilde{a}_k|^2/2) \int_0^u (u - v)^{-1/2} v^{(k-3)/2} \exp(|\tilde{a}_k|(u - v)^{1/2}) dv
\]

\[
= c_1(k) u^{(k-2)/2} \exp(-u^{1/2} + |\tilde{a}_k|^2/2)
\]

\[
\times \int_0^1 (1 - z)^{-1/2} z^{(k-3)/2} \exp(|\tilde{a}_k|u^{1/2}(1 - z)^{1/2}) dz.
\]

Since for all \( z : 0 \leq z \leq 1 \),

\[
(1 - z)^{1/2} - 1 \leq -z^{1/2},
\]

from Lemma 1 and (25) we obtain (22).

Lemma 3.

For all \( k \geq 1 \)

\[
f_k(u, a) \leq (2\Gamma(k/2))^{-1}(u/2)^{k/2-1} \exp\left(-u^{1/2} - |\tilde{a}_k|^2/2\right).
\]


Remark. Comparing (22) and (26) we see that (22) gives sharper estimate than (26) when \( k \geq 2 \) and \( (2\Gamma(k/2))^{-1}(u/2)^{k/2-1} > c(k) u^{(k-3)/4} |\tilde{a}_k|^{-(k-1)/2} \), or

\[
u^{1/2} |\tilde{a}_k| > c_\Gamma(k),
\]
where \( c_7(k) = [2^{k/2} \Gamma(k/2) c(k)]^{2/(k-1)} \geq 1 \). Below we give two different lower estimates for 
\[ P(|\tilde{Y}_k - a_k| > r) \]  
depending on whether (27) is satisfied for \( r = u^{1/2} \) or not.

**Lemma 4.**

Let \( r \) and \( \tilde{a}_k \) be such that \( r/2 > |\tilde{a}_k| > 1/r \) then for \( k \geq 1 \)

\[
P(|\tilde{Y}_k - a_k| > r) \geq c_8(k)\frac{r^{(k-3)/2}|\tilde{a}_k|^{-(k-1)/2}}{2} \exp\left\{ -(r - |\tilde{a}_k|)^2 / 2 \right\},
\]

(28)

where \( c_8(k) \) is a constant depending only on \( k \).

**Proof** (cf. the Theorem and its proof in Richter and Ulyanov (1991)).

For \( k = 1 \) the inequality (28) is trivial.

Let \( k \geq 2 \).

Applying Richter’s representation formula (see Richter (1985)) for the standard Gaussian measure in \( \mathbb{R}^k \) we get

\[
P(|\tilde{Y}_k - a_k| > r) = c_9(k) \exp\left\{ -(r - |\tilde{a}_k|)^2 / 2 \right\} \int_0^\infty ((r - |\tilde{a}_k|)^2 + 2c)^{k/2 - 1} e^{-c} F(B, 2c) dc,
\]

(29)

where

\[
F(B, 2c) = F_B(((r - |\tilde{a}_k|)^2 + 2c)^{1/2}).
\]

\[
F_B(l) = W_l(B \cap S(l)), \quad l \geq 0,
\]

\[
B = \{ \tilde{x}_k \in \mathbb{R}^k : |\tilde{x}_k - \tilde{a}_k| > r \},
\]

\( W_l \) is the uniform probability distribution over \( S(l) \),

\[
S(l) = \{ \tilde{x}_k \in \mathbb{R}^k : |\tilde{x}_k| = l \}
\]

and

\[
c_9(k) = 2\pi^{k/2} / \Gamma(k/2)
\]

is the surface area of the unit sphere in \( \mathbb{R}^k \). It was remarked above that without loss of generality we can assume that

\[
\tilde{a}_k = (0, \ldots, 0, |\tilde{a}_k|).
\]

Therefore, the function \( F(B, 2c) \) in (29) describes the surface area part of the sphere with center 0 and radius \( ((r - |\tilde{a}_k|)^2 + 2c)^{1/2} \) which belongs to the set

\[
\{ \tilde{x}_k \in \mathbb{R}^k : |\tilde{x}_{k-1}|^2 + (x_k - |\tilde{a}_k|)^2 \geq r^2 \}
\]

We have

\[
F(B, 2c) \geq 1/2
\]

(30)

if \( (r - |\tilde{a}_k|)^2 + 2c > r^2 - |\tilde{a}_k|^2 \), or, equivalently,

\[
|\tilde{a}_k|^2 - r|\tilde{a}_k| + c \geq 0.
\]

(31)
To evaluate $F(B, 2c)$ in the opposite case

$$|\bar{a}_k|^2 - r|\bar{a}_k| + c < 0,$$

we shall solve the system of equations

$$|\bar{x}_{k-1}|^2 + x_k^2 = (r - |\bar{a}_k|)^2 + 2c,$$

$$|\bar{x}_{k-1}|^2 + (x_k - |\bar{a}_k|)^2 = r^2.$$

We get

$$|\bar{x}_{k-1}|^2 = \frac{c}{|\bar{a}_k|}(2r - \frac{c}{|\bar{a}_k|}).$$

Therefore, if (32) is satisfied then

$$F(B, 2c) \geq c_{10}(k)\left(\frac{c}{|\bar{a}_k|}(2r - \frac{c}{|\bar{a}_k|})(r - |\bar{a}_k|)^2 + 2c - 1)^{(k-1)/2}$$

for some constant $c_{10}(k)$ depending only on $k$. It follows from the assumption of Lemma 4 on $r$ and $|\bar{a}_k|$ that

$$r|\bar{a}_k| - |\bar{a}_k|^2 > r|\bar{a}_k|/2 > 1/2.$$

Hence, (29), (32) and (33) imply

$$P(|\bar{Y}_k - \bar{a}_k| > r) \geq c_{11}(k)\exp\{- (r - |\bar{a}_k|)^2/2\}$$

$$\int_0^r \left[ \frac{c}{|\bar{a}_k|}(2r - \frac{c}{|\bar{a}_k|})\right]^{(k-1)/2}((r - |\bar{a}_k|)^2 + 2c - 1)^{(k-1)/2}e^{-c}dc$$

$$\geq c_{11}(k)\exp\{- (r - |\bar{a}_k|)^2/2\}r^{(k-1)/2}|\bar{a}_k|^{-(k-1)/2}$$

$$\int_0^r e^{(k-1)/2}((r - |\bar{a}_k|)^2 + 2c)^{(k-1)/2}e^{-c}dc$$

$$\geq c_{12}(k)r^{(k-3)/2}|\bar{a}_k|^{-(k-1)/2}\exp\{- (r - |\bar{a}_k|)^2/2\},$$

that is Lemma 4 is proved.

**Lemma 5.**

Let $r > 1$ and $\bar{a}_k$ be such that $|\bar{a}_k| \leq c_{12}(k)/r$ for some constant $c_{12}(k)$. Then for $k \geq 1$

$$P(|\bar{Y}_k - \bar{a}_k| > r) \geq c_{13}(c_{12}, k)r^{k-2}\exp\{- (r - |\bar{a}_k|)^2/2\},$$

where $c_{13}(c_{12}, k)$ is a constant depending on $k$ and $c_{12}(k)$.

**Proof.** Note that

$$r|\bar{a}_k| - |\bar{a}_k|^2 < r|\bar{a}_k| \leq c_{12}(k).$$

Therefore, it follows from (29) - (31) that

$$P(|\bar{Y}_k - \bar{a}_k| > r) \geq c_9(k)\exp\{- (r - |\bar{a}_k|)^2/2\}$$

$$\int_0^\infty \left[ (r - |\bar{a}_k|)^2 + 2c \right]^{k/2-1}e^{-c/2}dc$$

$$\geq c_{13}(c_{12}, k)r^{k-2}\exp\{- (r - |\bar{a}_k|)^2/2\},$$
which proves Lemma 5.

**Lemma 6.**

We have

$$p(u, a) \leq \lim_{m} f_m(u, a),$$

(35)

where $f_m(u, a)$ is a density function of $|Y_m - \bar{a}_m|^2 = (Y_1 - a_1)^2 + \cdots + (Y_m - a_m)^2$.

**Proof** (cf. the proof of the Theorem in Ulyanov (1991)). Fix $a \in M$ and put $p(u) = p(u, a)$ and $f_m(u) = f_m(u, a)$. Now take an arbitrary $\varepsilon > 0$. Obviously there exists $M_1 = M_1(\varepsilon)$ such that for all $m \geq M_1$

$$\sum_{i=m+1}^{\infty} a_i^2 < \varepsilon^2.$$

Therefore, since for any $m \geq 1$

$$\sum_{i=m+1}^{\infty} (Y_i - a_i)^2 \leq 2 (\sum_{i=m+1}^{\infty} Y_i^2 + \sum_{i=m+1}^{\infty} a_i^2),$$

we have for $m \geq M_1$

$$P(u - \varepsilon < |Y - a|^2 < u + \varepsilon) \leq P(u - \varepsilon - 2\varepsilon^2 - 2 \sum_{i=m+1}^{\infty} Y_i^2 < \sum_{i=1}^{m} (Y_i - a_i)^2 < u + \varepsilon)$$

$$\leq P(\sum_{i=m+1}^{\infty} Y_i^2 \geq \varepsilon^2) + P(u - \varepsilon - 4\varepsilon^2$$

$$< \sum_{i=1}^{m} (Y_i - a_i)^2 < u + \varepsilon).$$

(36)

From Lemma 3 in Sazonov et al (1988) we get

$$P(\sum_{m+1}^{\infty} Y_i^2 \geq \varepsilon^2) \leq 2 \exp\{-\varepsilon^2/(2E \sum_{m+1}^{\infty} Y_i^2)\}$$

$$= 2 \exp\{-\varepsilon^2/(2 \sum_{m+1}^{\infty} \sigma_i^4)\}.$$ 

Hence, there exists $M_2 = M_2(\varepsilon)$ such that for all $m \geq M_2$

$$P(\sum_{i=m+1}^{\infty} Y_i^2 \geq \varepsilon^2) \leq \varepsilon^2.$$

Then for any $m \geq M_1 + M_2$ the inequality (36) implies

$$P(u - \varepsilon < |Y - a|^2 < u + \varepsilon) \leq \varepsilon^2 + (2\varepsilon + 4\varepsilon^2) \sup_{y \in T(u, \varepsilon)} f_m(u),$$

(37)

where $T(u, \varepsilon) = \{y \in \mathbb{R} : u - \varepsilon - 4\varepsilon^2 < y < u + \varepsilon\}$. Moreover, it is easy to show that we have for $m \geq 4$ and any $\delta > 0$

$$f_m(u + \delta) \leq f_m(u) + c(m, \sigma_4, a)\delta^{1/8},$$

(38)

where $c(m, \sigma_4, a)$ is a constant depending on $m, a$, and $\sigma_4$. Dividing the both sides of (37) by $2\varepsilon$ and using (38) we get (35).
4. Proofs of Theorems and Corollary.

Proof of Theorem 1. Estimates (4) and (6) are proved in Ulyanov (1991).
Let us prove (5). In Ulyanov (1991) it is proved that for the density function \( f_2(u, a) \) of \( |Y_2 - \bar{a}_2|^2 \) we have

\[
f_2(u, a) \leq (2\sigma_1\sigma_2)^{-1} \exp\left(-\frac{(u^{1/2} - |\bar{a}_2|)^2}{(2\sigma_1^2)}\right).
\]  

(39)

Let \( g_3(u, a) \) be the density function of \( (Y_3 - a_3)^2 \). Then

\[
f_3(u, a) = \int_0^u f_2(u - v, a)g_3(v, a)dv
\]

\[
\leq (2\sigma_1\sigma_2)^{-1} \int_0^u \exp\left(-\frac{(u - v)^{1/2} - |\bar{a}_2|)^2}{(2\sigma_1^2)}\right)g_3(v, a)dv
\]

\[
= (2\sigma_1\sigma_2)^{-1} \exp\left(-\frac{(u^{1/2} - |\bar{a}_2|)^2}{(2\sigma_1^2)}\right) \int_0^u (2\pi v)^{-1/2} \sigma_3^{-1} \exp\left(-\frac{a_3^2}{2\sigma_3^2} \left(1 - \frac{\sigma_1^2}{\sigma_2^2} - \frac{\sigma_2^2}{\sigma_3^2}\right)\right)dv
\]

\[
\times \exp\left(-\frac{1}{2\sigma_1^2\sigma_3^2} (v(\sigma_1^2 - \sigma_3^2) + \sigma_1^2 a_3/(\sigma_1^2 - \sigma_3^2)^{1/2})^2\right) + \exp\left(-\frac{1}{2\sigma_1^2\sigma_3^2} (v(\sigma_1^2 - \sigma_3^2) - \sigma_1^2 a_3/(\sigma_1^2 - \sigma_3^2)^{1/2})^2\right)dv
\]

\[
\leq (2\sigma_1\sigma_2)^{-1} \sigma_1/(\sigma_1^2 - \sigma_3^2)^{1/2} \exp\left(-\frac{(u^{1/2} - |\bar{a}_2|)^2}{(2\sigma_1^2)}\right) \exp\left(\frac{1}{2} \sum_{3} a_i^2/(\sigma_i^2 - \sigma_j^2)^2\right).
\]  

(40)

Similar arguments and mathematical induction imply for any \( m \geq 3 \)

\[
f_m(u, a) \leq (2\sigma_1\sigma_2)^{-1} \prod_{3}^{m} (1 - \sigma_j^2/\sigma_i^2)^{-1/2} \exp\left(-\frac{(u^{1/2} - |\bar{a}_2|)^2}{(2\sigma_1^2)}\right) \exp\left(\frac{1}{2} \sum_{3} a_i^2/(\sigma_i^2 - \sigma_j^2)^2\right).
\]

From Lemma 6 and (40) we get (5). To prove (7) we have to use Lemma 3 instead of (39). In the same manner using Lemma 2 we prove (10) and (11).

Now we prove (8) and (9). From Lemma 2 we have

\[
f_3(u, a) = \int_0^u f_2(u - v, a)g_3(v, a)dv
\]

\[
\leq c\sigma_1^{-1} |\bar{a}_2|^{-1/2} \sigma_3^{-1}
\]

\[
\int_0^u (u - v)^{-1/4} v^{1/2} \exp\left(-\frac{(u - v)^{1/2} - |\bar{a}_2|)^2}{(2\sigma_1^2)}\right) - (u^{1/2} - |a_3|)^2/(2\sigma_3^2)dv
\]

\[
\leq c\sigma_1^{-1} \sigma_3^{-1} |\bar{a}_2|^{-1/2} \exp\left(-\frac{(u - |\bar{a}_2|)^2}{(2\sigma_1^2)}\right) \int_0^u (u - v)^{-1/4} v^{1/2}dv
\]

\[
\leq c_1 \sigma_3^{-1} |\bar{a}_2|^{-1/2} \exp\left(-\frac{(u - |\bar{a}_3|)^2}{(2\sigma_1^2)}\right).
\]

This estimate, Lemma 6 and analysis similar to that in the proof of (40) yield (8) and (9).

Thus Theorem 1 is proved.

Proof of Theorem 2 and Corollary. The left-hand sides of (16) and (17) follow immediately from Lemmas 4 and 5 respectively. Note that the density function of
\[|Y_k - a_k| \text{ equals } 2uf_k(u^2, a). \]
Then Lemmas 2 and 3 imply the right-hand sides of (16) and (17) respectively.
In order to prove left-hand sides of (14) and (15) it is enough to note that
\[P(|Y - a| > r) \geq P(|\hat{Y}_k - a_k| > r).\]
The right-hand sides of (14) and (15) follow from (10), (11) and (6), (7) respectively.
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