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ABSTRACT

Video synchronization is a fundamental computer-vision task that is necessary for a wide range of applications. A 3D video involves two streams, which show the scene from different angles concurrently, but many cases exhibit desynchronization between them. This paper investigates the problem of synchronizing the left and right stereoscopic views. We assume the temporal shift (time difference) and geometric distortion between the two streams are constant throughout each scene. We propose a temporal-shift estimation method with subframe accuracy based on a block-matching algorithm.

Index Terms — 3D video, quality assessment, temporal shift, spatio-temporal alignment, subframe accuracy.

1. INTRODUCTION

Movies in stereoscopic format are popular around the world, but their popularity has declined over the last few years. In the meantime, the number of movies shot in stereo format has dropped every year; filmmakers have instead mainly used computer-graphics techniques or conversion from 2D format. Many viewers experience various kinds of discomfort while watching 3D movies — headaches, eye fatigue, and so on — potentially causing them to lose interest in this format. The situation may owe to several factors, including: imperfect video-transmission technologies and 3D-scene characteristics, such as motion speed, scene volume, brightness, and contrast. The most important factor is the quality of the stereoscopic video.

Many artifacts can cause discomfort and a deteriorating visual experience for viewers watching stereoscopic movies in the theater. A particularly painful example is temporal shift between views in a stereo pair. This shift is the time difference between two video streams, that is: the actions in one video stream are ahead of the same actions in the other video stream. It means the viewer will see situations that are impossible in the real world.

Temporal shift occurs when the two input sequences have a time offset between them (e.g., if the cameras were not activated simultaneously — see the example in Figure 1) and/or when they have slightly different frame rates for some technical reason.

A temporal shift most frequently owes to low-quality shooting equipment. For example, it appears when using a cheap recording system with independent cameras that launch asynchronously. In this case, the temporal shift will be constant throughout the entire scene. Hence, it is necessary to estimate temporal shift with subframe accuracy, meaning the estimated value can be non-integral. Even if recording begins simultaneously, however, a changing time shift can occur if the two cameras have different frame-recording rates.

2. RELATED WORK

The task of detecting distortions that occur during compression and subsequent transmission of a regular video has been well studied, so most research into evaluation of stereoscopic-video quality aims to detect similar artifacts [1, 2]. Relatively few works define and evaluate distortions that arise during production of stereoscopic videos.

Temporal-shift detection can employ methods that perform spatio-temporal alignment of regular video sequences on the basis of trajectory analysis [3, 4, 5, 6], but they have a high computational complexity. Some methods allow temporal synchronization of video from several cameras that shoot the same scene from different angles [7, 8], but they do not assume subframe accuracy. In [9] authors propose a temporal shift estimation algorithm between stereoscopic views with subframe accuracy, however this algorithm strongly depends on geometric distortions between stereoscopic views.

The authors of [10] concluded that temporal shift between stereo views has negative effect on the viewer’s experience. They also presented an algorithm for estimating temporal shift, but it is limited to just integer values.

3. PROPOSED METHOD

Each video consists of temporal “shots,” each of which represents a unique and continuous sequence of frames captured by a camera. Since the problem of scene-boundary detection is well studied, we assume that stereoscopic video is such shot.

We additionally assume that the spatial transformation between the stereoscopic views is constant throughout the scene and that the scene has a constant temporal shift. This assumption corresponds to constant relative camera positions during recording.
In general, the spatial transformation between frames is projective, but because the synchronized videos are stereoscopic views, a 2D affine-transformation model can approximate geometric distortions between the views.

### 3.1. Mathematical formulation

To approximate geometric distortions between stereoscopic views, we chose a 2D affine-transformation model in which we assume each frame in the sequence from one stereoscopic view is rotated and scaled relative to the other view in the same manner throughout the shot. Let \( r_L = [x_L, y_L, 1]^T \) and \( r_R = [x_R, y_R, 1]^T \) be the position vectors (in homogeneous coordinates) of the corresponding points in the left and right stereoscopic views, respectively. In addition, let \( v_R = [v_{x_R}, v_{y_R}, 1]^T \) be the motion vector of this point in the right view (also in homogeneous coordinates) and let \( \Delta t \) be the temporal shift between views. We can then construct an equation that describes the spatio-temporal transformation:

\[
    r_L = M \times r_R + \Delta t \times v_R. \tag{1}
\]

Here, \( M \in \mathbb{R}^{3 \times 3} \) is the following affine transformation matrix:

\[
    M = \begin{bmatrix}
        \beta + 1 & \alpha & \delta_x \\
        -\alpha & \beta + 1 & \delta_y \\
        0 & 0 & 1
    \end{bmatrix}, \tag{2}
\]

where \([\delta_x, \delta_y, 1]^T\) is the translation vector. We define the parameters \( \alpha = k \sin \varphi \) and \( \beta = k \cos \varphi - 1 \), where \( k \) is the scale coefficient, and \( \varphi \) is the rotation angle. Let \( d = r_L - r_R = [d_x, d_y, 0]^T \) be the disparity vector of the corresponding point; we can then represent (1) as:

\[
    d = (M - I) \times r_R + \Delta t \times v_R, \tag{3}
\]

where \( I \) denotes the \( 3 \times 3 \) identity matrix. Stereoscopic video can employ horizontal disparity by design to achieve the stereo effect, but vertical disparity is always the result of spatio-temporal misalignment. Therefore, we extract the vertical component from (3):

\[
    d_y = -\alpha \cdot x_R + \beta \cdot y_R + \Delta t \cdot y_R + \delta_y \tag{4}
\]

Therefore, we must solve the regression problem for the parameters \( \alpha, \beta, \Delta t, \) and \( \delta_y \).

### 3.2. Temporal-shift estimation

To obtain the disparity map \( d \) and optical flow \( v \) for each frame, we use a block-matching algorithm [11], which calculates the vertical and horizontal projections of the disparity and motion vectors for each block of \( n \times n \) pixels (in our case, \( n = 16 \)). Figure 2 illustrates the motion and disparity vectors we obtain from this algorithm. Since both the disparity map and optical flow can be noisy, we construct the corresponding confidence maps on the basis of block intensity variance (uniform areas are penalized) and the left-right checking (LRC) criterion [12]. To reduce the impact of noise, we exclude blocks for which we calculated a low confidence, red indicates blocks with insufficient confidence. Our method excludes all red blocks.

Figure 3 shows the coordinates \( x_R \) and \( y_R \) in (4) as center of the corresponding block. We accumulate data throughout the shot, obtaining numerous equations, such as (4), for different blocks and different frames:

\[
    \begin{bmatrix}
        -x_R^{(1)} & y_R^{(1)} & v_{x_R}^{(1)} & 1 \\
        \vdots & \vdots & \vdots & \vdots \\
        -x_R^{(m)} & y_R^{(m)} & v_{x_R}^{(m)} & 1
    \end{bmatrix}
    \times
    \begin{bmatrix}
        \alpha \\
        \beta \\
        \Delta t \\
        \delta_y
    \end{bmatrix}
    =
    \begin{bmatrix}
        d_x^{(1)} \\
        \vdots \\
        d_x^{(m)}
    \end{bmatrix}, \tag{5}
\]

where \( m \) is the number of blocks with sufficient confidence. Finally, to approximate system (5) and to determine the temporal shift as well as the affine-transformation parameters from (4), we use the RANSAC algorithm [13], which is robust to noisy data. The following is a simplified scheme of our proposed algorithm:
Algorithm 1 Temporal-shift estimation

1: procedure COMPUTETEMPORALSHIFT(S) → S is the shot in the stereoscopic video
2: A ← ∅
3: b ← ∅
4: for FL, FR ∈ S do
5: D_y ← BlockMatching(F_L, F_R)
6: V_y ← BlockMatching(F^corr_R, F_R)
7: for (d_x, v_y) ∈ (D_y, V_y) do
8: if block is good then
9: A ← A ∪ ⟨x, y, v_y, 1⟩
10: b ← b ∪ (d_y)
11: end if
12: end for
13: end for
14: (α, β, Δt, δ_y) ← RANSAC(A, b)
15: return Δt

4. EXPERIMENTAL RESULTS

To test our proposed algorithm, we created a set of 396 scenes from the 3D version of Titanic. We chose this film because the stereoscopic version was produced using 2D-to-3D conversion, precluding noninteger temporal shifts. We verified that all scenes in the test set have zero temporal shift by making comparison between left and right view. Out of all 396 scenes, 99 have no temporal shift or geometric distortions, 99 have only temporal shift by one value (0.25, 0.5, 1.0, or 2.0), and 99 have only geometric distortions modeled by applying an affine transformation to one view using the following parameters:

- the center is a random point in the frame
- the angle has the distribution N(0, 0.4²)
- the scaling coefficient k = 1 + |ξ| (only zoom), where ξ has the distribution N(0, 0.01²)

Here, N(μ, σ²) is the normal distribution with mean μ and variance σ².

The remaining 99 scenes in our test set have both temporal shift and geometric distortions. Figure 4 shows one example. We implemented the proposed temporal-shift estimation algorithm based on the Equation (4) in C++ using the OpenCV library, then tested it on 2.4GHz Intel Core i7-4700HQ processor with 12GB of memory. In provided experiment the number of blocks m in the Equation (5) is defined as 5% of all blocks in a scene and at the same time not less than 5,000 for optimal trade-off between computational speed and quality. The average speed of the temporal-shift computation is 0.9 fps.

We compared the proposed algorithm with the temporal-shift estimation algorithm described in [9]. First of all, we may propose binary classification of scenes. First group includes scenes where the temporal shift is correctly estimated by an algorithm. Second group is consist of scenes with incorrectly estimated temporal shift. We assume that the estimated temporal shift is correct, when the deviation between the output of the algorithm and the ground-truth is less than threshold given. For the quality comparison we used the following measures:

- classification accuracy with fixed threshold of deviation
- the root-mean-square deviation (RMSD) in the entire test set

Accuracy is the proportion of true results (both true positives and true negatives) among the total number of cases examined for the given threshold, in which the result is assumed correct. In the case described it is the measure of method's degree of precision of the temporal-shift estimation. We choose the threshold T = 0.1 frames, because smaller shifts are invisible for human. Figure 5 shows the accuracy for different values of threshold for the test results. The higher line on the graph, the more precise temporal-shift estimation. For the threshold T = 0.1 frames accuracy of the proposed algorithm is approximately 0.98 while accuracy of [9] is less than 0.82. The RMSD of our algorithm is less than 0.001 frames whereas algorithm from [9] gives more than 0.25 frames.

We compared the proposed algorithm with the temporal-shift estimation algorithm from [9]. First of all, we may propose binary classification of scenes. First group includes scenes where the temporal shift is correctly estimated by an algorithm. Second group is consist of scenes with incorrectly estimated temporal shift. We assume that the estimated temporal shift is correct, when the deviation between the output of the algorithm and the ground-truth is less than threshold given. For the quality comparison we used the following measures:

- classification accuracy with fixed threshold of deviation
- the root-mean-square deviation (RMSD) in the entire test set

Accuracy is the proportion of true results (both true positives and true negatives) among the total number of cases examined for the given threshold, in which the result is assumed correct. In the case described it is the measure of method's degree of precision of the temporal-shift estimation. We choose the threshold T = 0.1 frames, because smaller shifts are invisible for human. Figure 5 shows the accuracy for different values of threshold for the test results. The higher line on the graph, the more precise temporal-shift estimation. For the threshold T = 0.1 frames accuracy of the proposed algorithm is approximately 0.98 while accuracy of [9] is less than 0.82. The RMSD of our algorithm is less than 0.001 frames whereas algorithm from [9] gives more than 0.25 frames.

Next, we analyzed 106 feature stereoscopic movies using our algorithm and detected 515 shots exhibiting temporal shift; Table 1 provides further details. Most of these shots had a temporal shift of less than 0.1 frames, but a few had a large shift of up to 2 frames.

<table>
<thead>
<tr>
<th>Movies analyzed</th>
<th>106</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shots with temporal shift</td>
<td>515</td>
</tr>
<tr>
<td>Movies with temporal shift</td>
<td>26</td>
</tr>
<tr>
<td>Movies with temporal shift (percentage)</td>
<td>23.47%</td>
</tr>
<tr>
<td>Average temporal shift</td>
<td>0.21 frames</td>
</tr>
<tr>
<td>Maximum temporal shift</td>
<td>2 frames</td>
</tr>
<tr>
<td>Average duration</td>
<td>7.78 s</td>
</tr>
<tr>
<td>Total duration</td>
<td>1h 6m</td>
</tr>
</tbody>
</table>

Table 1: Movie analysis.

5. CONCLUSION

In this paper, we propose a temporal-shift estimation algorithm with subframe accuracy that is robust to geometric distortions between stereoscopic views. Testing of our implementation on a set of 396 scenes with and without temporal shift and geometric distortions revealed high accuracy. Our algorithm is more accurate than the algorithm from [9]. In addition, we used our algorithm to analyze 106 stereoscopic movies and found more than 500 scenes in 26 of them that contain temporal shift.
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Figure 5: Accuracy graph for the test set. Accuracy for the given threshold measured in frames, in which the result is assumed correct.


