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Abstract
The concept of informative and useful features in sta-
tistical recognition of two classes is introduced. It is dem-
onstrated that any feature can be informative but not use-
ful in combination with other features. The sufficient con-
ditions which assume the usefulness of feature according
to error probability are consider.

1. Introduction

When the pattern recognition problem is solved the
situation in which it is necessary to estimate the usefulness
of the features can often be met. Adopting to statistical
pattern recognition one of the approaches to solution the
problem of feature selection which has been proposed in
several papers, in particular in [1, 2], allows to use the in-
formation criteria such as Shannon entropy. At the same
time as is well known the selection of features by prob-
ability of error is more suitable [3, 4].

In this paper we consider conditions which ensure the
usefulness of any feature in combination with other fea-
tures in sense of probability of errors under incomplete a
priori information about feature distributions. As far as we
know this approach is considered for the first time.

2. Formal description of problem.

Let V ={V,,..,Vy/} be set of M classes, x = (x,...,xy) is
initial description vector, which includes N features
X5,...,.Xy. Adopting the Bayesian approach, let further

M
P(V;) denotes a prior probability for class V7, Z PV =1

k-1
and let p(x|V}) is the conditional distribution of probability
of feature values in class V;. In this paper we are limited
by case of two classes (M = 2).

Definition 1: Any feature x, (I <n <N) is said to be
informative itself if

H(V) - H(VX,) > 0, )
2

where H(V) = - Z p(Vi) log P(V3) is the initial entropy

k-1
(by Shannon) of set V' = {V;, V5} and

2
H(V|X,) = - 2 p(e) Z P(Vilx,)log P(Vilx,)
x,eX, *!

is the middle conditional entropy, which estimates the un-
certainty of decisions, which are making only with refer-
ence to a posterior probabilities P(V;|x,) and P(V;|x,).

Definition 2: A feature x,, (I <n < N) is said to be
informative in combination with other N-1 features if

HW| XYY~ HYXY) > 0, )

where

2
HVIXY =30 p &™) 2 PVx™) log P(Vx™),
Wex®

2
HYIXYD == 3 p 6) 2 PVilx™) log PVilx™),
D ey V- k-
i.e. the middle conditional entropy is changing (is increas-
ing) as a result of transformation of full vector — x™ =
(x},...,xp) to the reduced vector x(N'U, which doesn't con-
tain this feature x,,.
Definition 3: Any feature x,, (I <n <N) is said to be
useful itself if
Py(e) < Pyle), 3

where Pyle) = min{P(V,), P(V)} is a priori probability of
error and

Pye) = 2 pey) min {P(Vi[x,), P(V:lx)}
x,eX,
is the middle probability of error decisions, which are
making only with reference to a posterior probabilities
P(V,|x,) and P(V,|x,).
Definition 4: A feature x,, (I <n < N) is said to be
useful in combination with other N-1 features if

Pyfe) < Py.(e), 4)
where
Pyle) = ZP(X(N)) min {P(V,|x(“9)y P(V2|x(M)}
™ ex®™
and

Pyesfe) = 22 pa™) min (P(V,[x), P(V,™))
-1 oy
i.e. the middle probability of error is changing (is increas-



ing) as a result of transformation of full vector x™ =

(x1,...,xy) to the reduced vector x™ " which doesn't contain
this feature x,,.

In fact the verification of conditions (1) - (4) is not
very difficult problem when we know a priori probabilities
P(V}) and the conditional distribution px™|V,). However,
this case is unusual. Usually one must solve such problem
when P(V,) and p(x™|V,) are unknown.

In this paper we consider the sufficient conditions
which ensure that any feature is useful in the sense of (4)
when incomplete a priori information takes place.

3. Main results

At first let us consider some interest properties of fea-
tures which we have discovered in case when problem of
statistical recognition of two classes was solved.

Letx,and x,, (I <n <N, I <m <N, n #m) are any of
features in vector x = (x,,...,xp). We shall call these fea-
tures as unconditionally independent, when

P Xn) =PpEIP (X, (6))
and conditionally independent for class V;, when
POl Vi) =pxal Vi) pOxm| V) (©6)

It is turned out [6], that following properties are valid.

Property 1: Let x, and x,, are unconditionally inde-
pendent according to (5) and both of these features are
differently distributed in classes, i.e.

P V) # plal Vo), (7

PEnlV1)) # p(xu|V2). ®)

Then these features are conditionally dependent at least in
one of classes, i.e.

PEuXulVi) ) = pa|Vi) p(xm| Vi), k=1 or/and k=2. (9)

Property 2: Let x, and x,, are unconditionally inde-
pendent according to (5) and at least one of these features
is identically distributed in classes, i.e.

PelVY) =p&alVa), (10)
or/and

POin| V1) =pin| V). (1D

Under these assumptions if x,, and x,, are conditionally
independent in one class then x, and x,, certainly are con-
ditionally independent in another and vice versa, if x,, and
x,, are conditionally dependent in one class then x, and x,,
certainly are conditionally dependent in another.

Property 3: Let x, and x,, are unconditionally inde-
pendent according to (5) and both are identically distrib-
uted in classes, i.e. (10) and (11) are valid.

Under these assumptions if x,, and x,, are conditionally
dependent then this dependence is different in classes:

p(xm|xm VI)) * p(xm|xm VZ) (12)

It is clear that the above properties can be easily gener-
alized on case when instead of two features x, and x,, may
be considered any subsets of features, particular x, and
x™D_ This particular case will be utilized later.

It should be observed here that the strictly inequality
(4) can be valid only under the restrictions

Pie) #0 (13)
and
Py(e) < Pyfe). (14)

The verification of restriction (13) may be possible on
basis of following theorems [6].

Theorem 1: Assume that each of N-/ features have a
crossing distributions in classes, i.e.

X, N Xy, # foreachn =12, N-1, (15)

where X, = {x,: p(x,|Vy) # 0}. Then the recognition of
classes V;, and V, without errors (Py_;(e) = 0) is possible
only when these features are conditionally dependent at
least in one of classes, i.e.

N-I

pc™ vy = 11 px,|Vy), k=1 or/and k=2 (16)

n—1
Theorem 2: Assume that each of N-1 features are iden-
tically distributed in classes, i.e.
px,|V1) =p(x,|V>) for each n=1,2,...,N-1. (17)

Then the recognition of classes V; and ¥V, without errors
(Px-1(e) = 0) is possible only when these features are con-
ditionally dependent in both classes, i.e.
N1
pc™0 W) ) = T pe,Vi), k=1 and k=2. (18)
n—1
Recall that according to generalization of Properties 1-
3 the conditions of above Theorems may be satisfied when
features are unconditionally independent, i.e.
N-1

p™0) =11 px,).

n
It is easy to make sure that feature x, does not satisfy
the condition (1) if and only if

peax™V V) =peelx™ V). (19)

It follows immediately from (19) that the feature x,
cannot be informative itself in sense of (1) in two cases:

a) when x, is conditionally independent in both classes
and is identically distributed in these classes;

b) when conditional dependence between x,, and other
N-1 features is identical in classes.

It is interesting to observe that in case b) the equality
HW|X™) = HV|X™) is valid even when inequality (3)
takes place, i.e. even when x,, is useful feature itself.

Obviously that Py(e) = Py.;(e) if (19) is valid. At the
same time it can be shown that equality Py(e) = Py.;(e)
may be possible not only in trivial case when P(V|x™) =
P(Vx™"”) but in general when transformation of x™ to
x™ leads to changing a posterior probability P(V]).



It follows from this that inequality (2) can be regarded
only as necessary but not sufficient condition of useful-
ness of x, in combination with other N-I features in the
sense of Definition 4.

To demonstrate this fact we shall consider following

Example: Let P(V;) = 0.4, P(V,) = 0.6, N = 2. Assume
that both features have two values (x; = xihxl x = xl
xf) being p(x,l, xgl\ V) = 0.56; p(x,l, xf\ V) = 0.14;
P(xlzy le\Vl) =0.24; P(xlz, x_72|V,) = 0.06; P(xll, le\ Vo) =
0.02; pix/, x7|V,) = 0.08; pix/, x,'|Vo) =018, px/,
x,°|V5) = 0.72. As is easily seen x; and x, are conditionally
independent in both classes.

According to data of this example we have H(V|X,, X,)
=0.512; HV|X;) = 0.678. Consequently H(V|X,) -
HV|X;, Xy) = 0.161 > 0, but Pyle) = P;(e) = 0.18, i.e. x;,
is informative but not useful in combination with x;.

The question comes into being: whether it is possible
to make judgment about usefulness of features in sense of
error probability with reference to changing of Shannon
entropy? The answer on this question gives following

Theorem 3: [7] If under transformation of x™ to x
the middle conditional entropy H(V|) is changing so that

HWV\X ™) - HV I XY) > I*, (20)

(N-1)

where

I*=-HWVIXY) [1 + 0.5 log 0.5 HV|X™)] -
-[1-0.5HVIXY)] log [1-0.5 HVIX™)],  (21)

then x,, is useful in combination with other N-I features in
sense of Definition 4.

As is seen on the right-hand side of inequality (20) in
contrast to (2) the "threshold" I° > 0 is present. This
threshold according to (21) is dependent on H(V|X™) ex-
clusively. The maximum [7*,, = log,I.25 is attained
when HV|X™) = 0.4.

Theorem 4: [7] Feature x, is useful itself in sense of
Definition 3 when

H®WV)-HV\X,) > I,*, (22)
where
I* = log (1 + Ag) - Aol 1 + Ao] " log 2y -
= 2min{[1 + A5]7, Ao[1 + 2]} (23)

Here A, = P(Vo)[P(V))]".

Consequence 1: Feature x,, which is informative itself is
useful itself only when a priori probabilities of two classes
is equal, i.e. P(V;) = P(V,). This fact results from (22)
with reference (23) so long as 1,* = 0 when A, = 1.

It is worth noticing that the generalizations of Theo-
rem 4 on case N > [ gives possibility to check also the re-
striction (14).

Theorem 5: [5] Under the restrictions (13) and (14) the
feature x, (1 <n < N) is useful in combination with other
N-1 features according to (4) if following conditions are
fulfilled:

1% x,, is differently distributed in classes, i.e.

pxnlV1)) # plxal V) 24

2° x, and other N-I features are conditionally inde-

pendent in both classes, i.e.
PO x™V V) =pe,x™V vy, k=1,2; (25)
3° The conditional distributions px™”|V,) are con-
tinuous functions of x™* and sets
XNV = 6NV px™ vy =0}, k=1,2
are connected domains.

Theorem 6: [5] Under the restrictions (13) and (14) the
feature x,, (I <n <N) is useful in combination with other
N-1 features according to (4) if following conditions are
fulfilled:

1°. x, and other N-/ features are conditionally depend-
ent at least in one of classes, i.e.

pOx™V V) ) = pe Vi), k=1 or/and k=2 (26)
2°. this dependence is different in classes:
peax™ V) ) = pla vy, VAN e XV (27)

and condition 3° of Theorem 5 is also fulfilled.

It is interesting to note that if feature x,, satisfies only
the condition (24) of Theorem 5 this fact itself doesn't de-
note that x, is useful in combination with other N-/ fea-
tures. Moreover, in accordance with Consequence 1 this
feature may be useless itself when P(V;) = P(V,).

In other hand feature x,, which is identically distributed
in classes, i.e. p(x,|V;) =p(x,|V,) undoubtedly is useful in
sense of Definition 4 when all conditions of Theorem 6
are fulfilled.

It is interesting also, that in accordance with (23) the
quantitative estimation of feature usefulness may be de-
rived for following special case.

Special case. Suppose that all conditions of the Theo-
rem 5 are satisfied. Assume further that x,, is not useful it-
self, i.e. P;(e) = Py(e). Then following estimation of inter-
connection between error probabilities Py ;(e) and Py(e)
are valid:

Py.i(e) <- 0.5 Py(e) log Py(e) - 0.5[1 - Py(e)] «

«log [1-Py(e)] + 0.5 log(1 + Ag) - 0.54[1 + Ag] ! *
« log Ag - min{[1 + AoJ, Zo[1 + 2] "}.  (28)

The results which we have considered in this paper
were successfully applied when solving the problem of se-
lection the useful features for statistical recognition of true
and false thermal effects of phase transformation in cool-
ing steel (see Fainzilberg [8]).
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