The Cherenkov-light EAS array Tunka-133, with \( \sim 3 \text{ km}^2 \) geometric area, is taking data since 2009. The array permits a detailed study of energy spectrum and mass composition of cosmic rays in the energy range from \( 5 \cdot 10^{15} \) to \( 10^{18} \) eV. We describe the array construction, the DAQ and the array calibration and discuss the method of energy reconstruction and absolute calibration. We present the all-particle energy spectrum based on 5 seasons of array operation. In the last part of the paper, we discuss possible interpretations of the obtained results and sketch plans for upgrading the array.
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1. Introduction

The study of primary energy spectrum and mass composition in the energy range of \( 10^{15} - 10^{18} \) eV is of crucial importance for understanding origin and propagation of cosmic rays (CR) in the Galaxy.

One of the most informative methods of cosmic ray studies is the registration of Cherenkov light from Extensive Air Showers (EAS). The uncertainty of primary energy reconstruction is strongly reduced by using the Earth’s atmosphere as a huge calorimeter. This is achieved by recording the optical radiation from EAS during clear, moonless nights. The atmosphere, in the absence of clouds and aerosols, is remarkably transparent for visible light. Molecular scattering leads to losses of only 15% of light, the losses from aerosol scattering are of a similar size.

To study CR with the help of Cherenkov light, the Tunka-133 array ([1], [2]) with nearly 3 km\(^2\) geometrical area has been deployed in the Tunka Valley, Siberia. The array began...
operation in October 2009. Results presented in this paper are based on data registered
during 5 winter seasons. The total time of data taking is 1540 hrs. The number of recorded
events is about $10^7$.

2. The Tunka-133 Array

The Tunka-133 array is located in the Tunka Valley (50 km from Lake Baikal), at an
altitude of 670 m a.s.l. Tunka-133 consists of 175 optical detectors on the basis of PMT EMI
9350 with a hemispherical photocathode of 20 cm diameter.

The detectors are grouped into 25 clusters, each with 7 detectors – six hexagonally ar-
ranged detectors and one in the center. The distance between the detectors in the cluster is
85 m (see Fig.1). 19 clusters are installed in an inner circle of 500 m radius (“inside” clusters),
6 clusters were placed at the distance of 700 – 1000 m from the center (“outside” clusters).

An optical detector consists of a 50 cm diameter metallic cylinder, containing a PMT. The
container window is directed to zenith and covered with plexiglass heated against hoar-frost
and dew. The detector is equipped with a remotely controlled lid protecting the PMT from
sunlight and precipitation.

The PMT output pulses are sent via 95 m coaxial cable RG58 to the center of a cluster
and digitized. The dynamic range of the amplitude measurement is about $3 \cdot 10^4$.$ This is
achieved by means of two channels for each detector extracting the signals from the anode
and an intermediate dynode of the PMT with different additional amplification factors.

The cluster electronics includes the cluster controller, 4 four-channel FADC boards, an
adapter unit for connection with optical detectors and a special temperature controller. The
12 bit and 200 MHz sampling FADC board is based on AD9430 fast ADCs and FPGA XIL-
INX Spartan XC3S300 microchips. The cluster controller consists of an optical transceiver,
a synchronization module, a local time clock and a trigger module. The optical transceiver
operating at 1000 MHz is responsible for data transmission and formation of 100 MHz syn-
chronization signals for the cluster clocks. The cluster trigger (the local trigger) is formed
by the coincidence of at least three pulses from the optical detectors exceeding the threshold
within a time window of 0.5 µs. The time mark of the local trigger is fixed by the cluster clock. The accuracy of the time synchronization between different clusters is about 10 ns. Each cluster electronics is connected with the DAQ center by a multi-wire cable containing four copper wires and four optical fibers.

The central DAQ station consists of 4 DAQ boards synchronized by a single 100 MHz generator. The boards are connected with the master PC by 100 MHz Ethernet lines.

The detector efficiency vs. the zenith angle is shown in Fig.2. This curve reflects the influence of the window edge as well as the atmosphere absorption due to Rayleigh and aerosol scattering of the Cherenkov light. The measured light flux was divided by this function to get the correct value of light flux proportional to the primary energy. To check the simulated efficiency we analyse the zenith angle distribution of the recorded EAS with energy more than 15 PeV is presented in Fig.3. The distribution is uniform till an angle of 50°.

The amplitude calibration of the detectors was carried out in two steps similar to that used at the previous experiment Tunka-25. The details are described in [3].

3. Data processing and reconstruction of EAS parameters

3.1 Data processing

The primary data record for each Cherenkov light detector contains 1024 amplitude values with a step of 5 ns (Fig.4). Thus each pulse waveform is recorded together with the preceding noise as a trace of 5 µs. To derive three main parameters of the pulse: front delay at a level 0.25 of the maximum amplitude \(t_i\), maximum amplitude \(A_i\), pulse area \(Q_i\), each pulse is fitted with a special self-designed smoothing curve [4]. A fourth pulse parameter is the effective width \(\tau_{eff}\) which equals to \(Q_i/(1.24 \cdot A_i)\). The accuracy of this parameter is better than that of the pulse width (FWHM) used earlier. The additional coefficient (1.24) ”normalizes” \(\tau_{eff}\) to FWHM.
3.2 Timing calibration

The timing calibration of the detectors is made with the recorded air shower data. The calibration inside of a single cluster consists of a multiple reconstruction of zenith \( \theta \) and azimuth \( \phi \) angles for all recorded showers with analysis of the residual differences between measured data and model description. At this step we use a plane front model. The model with a curved shower front described below demand the knowledge of the EAS core position. The difference between the modelled plane and the real curve front leads to an increase of the residual \( \Delta T \) standard deviation but doesn't distort very much the mean values of \( \Delta T \) because of the almost uniform core distribution inside the cluster area.

The residual \( \Delta T \) is treated as an additional apparatus shift, and it is added to the calibration shift. Then the procedure of the arrival direction reconstruction is repeated once again times all the detector shifts becomes less than \( \Delta T = 1 \) ns.

The obtained calibration corrections are used for preliminary reconstruction of the EAS core position with a plane model of the shower front using a single cluster selected with the largest amplitudes of pulses.

At the second step of the timing calibration we select large showers with more than 8 hit clusters and reconstruct the shower front assuming a curved shape derived from CORSIKA simulations and described in the next section.

The space basement of the pulse delay analysis is more than 500 m for such events. So the apparatus error of cluster synchronization (about 10 ns) can lead to a maximum error in the arrival direction of only \( 0.4^\circ \).

During this step we correct the calibration coefficients a second time so that the EAS axis direction measured by each single cluster coincides with the axis direction from the multi-cluster method with an accuracy better than \( 0.5^\circ \). The calibration constants are the relative delay of each cluster central detector and the delays of peripheral detectors relatively the central one. The last correction is made synchronously for all the 6 detectors to rotate the plane reconstructed by the cluster parallel to the surface of the EAS front at the point of the cluster center.

3.3 Arrival direction

The shower arrival direction, characterized by zenith \( \theta \) and azimuth \( \phi \) angles, is reconstructed by fitting the measured delays with a curved shower front: \( \Delta T = T_i - T_f = R \cdot (R + 500)/(c \cdot F) \), where \( T_f \) is the estimated delay for a plane front, \( R \) the perpendicular distance from the shower axis in meters, \( c \) the speed of light and \( F \) a variable parameter. This approximate formula is derived from the analysis of simulated showers by CORSIKA.

The formula, on the one hand, has a non-zero value of the derivative at \( R = 0 \) (conical shape, typical for Cherenkov radiation at short distances from the axis) and on the other hand, has only one shape parameter which is essential for processing of relatively small showers. To obtain \( R \) one needs to know the EAS core position.

3.4 Core position

The reconstruction of the EAS core position is performed by fitting measured amplitudes \( A_i \) with an amplitude distance function (ADF): 

\[
A(R) = A(200) \cdot f(R)
\]

The function \( f(R) \) is a fit to four different parametrizations according to the distance \( R \) (in meters) to the shower core ( [5] ). Four variables in this parametrization \( (R_0, R_{KH}, a \) and \( b_2 \) ), describing the ADF shape in the different ranges of core distance are related to a single parameter of the ADF shape – the steepness \( b_A \):
\[ d = b_A - 5, \lg d = \log d, \]
\[ R_0 = 275/d, \]
\[ R_{kn} = 145 - 115 \cdot \lg d, \]
\[ a = 0.89 - 0.29 \cdot \lg d, \]
\[ b_2 = \begin{cases} 
2.4 + 2 \cdot (\lg d - 0.15), & b_A \geq 6.41 \\
2.4, & b_A < 6.41 
\end{cases} \] (2)

The ADF steepness parameter \( b_A \) is treated as independent variable during the minimisation procedure. But if two other independent variables the core coordinates define the core position far from the dense parts of the array \( b_A \) is treated as a fixed parameter. Its value is derived from the value of \( X_{\text{max}} \), obtained from the mean width \( \tau_{ef} \) of Cherenkov light pulses at a distance of 400 m to the core. The connection \( \tau_{ef} \) vs. \( X_{\text{max}} \) and \( b_A \) vs. \( X_{\text{max}} \) has been obtained and was discussed in [5].

3.5 Energy reconstruction

As a measure of energy we use the Cherenkov light flux density at a core distance of 200 m - \( Q(200) \). Reconstruction of \( Q(200) \) is made by fitting the measured values of \( Q_i \) with the lateral distribution function (LDF) [5]. The connection between the EAS energy \( E_0 \) and \( Q(200) \) can be expressed by the following formula:

\[ E_0 = C \cdot Q(200)^g \] (3)

For an energy range of \( 10^{16} - 10^{18} \) eV, a zenith angle range of \( 0^\circ - 45^\circ \) and a complex composition, consisting of equal contribution of protons and iron nuclei, CORSIKA simulations provide an index \( g = 0.94 \).

To reconstruct the EAS energy from the Cherenkov light flux one needs to know the absolute sensitivities of the Cherenkov detectors and the atmosphere transparency. To avoid these problems, the method of normalization of the integral energy spectrum to a reference spectrum is used. The reference energy spectrum was measured by the QUEST experiment [6], [7]. The integral energy spectrum obtained for each night of the Tunka-133 operation is normalised to that reference spectrum.

An example of core reconstruction is presented in Fig.5. The ADF and LDF functions for this event are presented in Fig.6.

4. Energy Spectrum

4.1 Experimental data

The Cherenkov light array Tunka-133 operates in clear moonless nights between October and early April. During the rest of the year, the nights are too short and the weather conditions are mostly unsatisfactory. Tunka-133 took data during 5 winter seasons 2009-2010 to 2013-2014. Here we present the data of these 5 seasons. The total time of data acquisition is 1540 hrs. The mean trigger rate was about 2 Hz. The number of recorded events is about \( 10^7 \). Such an amount of recorded data provided the possibility of calibration of the apparatus using the data themselves.

4.2 Energy spectrum reconstruction

To reconstruct the Tunka-133 spectrum we selected events with zenith angles \( \theta \leq 45^\circ \) and the core position inside a circle of radius \( R_c \leq 450 \) m for energy \( E_0 < 5 \cdot 10^{16} \) eV and a circle of radius \( R_c < 800 \) m for showers with energy \( E_0 \geq 5 \cdot 10^{16} \) eV. Comparison of the spectra for these two effective areas showed that starting from the above mentioned energy
The radius of each station circle is proportional to the \( \log Q_i \).

Spectra within the error bars are the same, but the event statistics in the second case is three times larger which is essential for energies \( E_0 \geq 10^{17} \text{ eV} \).

The efficiency of shower selection inside the circle with \( R_c \leq 450 \text{ m} \) reaches 100\% for energies \( E_0 \geq 6 \cdot 10^{15} \text{ eV} \). The total number of events above this energy is 270000. About 3000 events, selected in the circle with \( R_c < 800 \text{ m} \) have \( E_0 \geq 10^{17} \text{ eV} \).

The resulting differential energy spectrum is shown in Fig. 7 along with the previous
spectrum of Tunka-25 [3]. The spectrum of Tunka-133 shows a number of features - deviations from the power law. One can interpret the picture as a much more complicated behavior than a power law (or multiply broken power law). The power-law description can be used only for small parts of the spectrum – not more than half an order of magnitude. At the energy of about $2 \cdot 10^{16}$ eV the power law index changes from $\gamma = 3.23 \pm 0.01$ to $\gamma = 2.99 \pm 0.01$. This feature was first observed in the KASCADE-Grande experiment [8]. Points of the spectrum are consistent with such an index till the energy $E_0 = 5 \cdot 10^{16}$ eV. Above this energy one can notice a single point deflecting from the power-law description by about 2 standard deviations. The energy of this point ($6.3 \cdot 10^{16}$ eV) coincides with that for a “peak”, observed in the GAMMA experiment [9]. Between this point and $E_0 = 3 \cdot 10^{17}$ the index is $\gamma = 3.07 \pm 0.03$.

The spectrum becomes much steeper with $\gamma = 3.34 \pm 0.11$ above the last point (the second “knee”).

4.3 **Comparison of Tunka-133 energy spectrum with results of other experiments**

In Fig.8 the spectrum is compared with a number of other experimental data. The spectra of all the experiments shown in Fig.8: KASCADE [10], EAS-TOP [11], Tibet [12], HEGRA [13] - are practically indistinguishable at the energy of the first (classical) knee.

There is an agreement between the result of Tunka-133 and the spectra of GAMMA [9], KASCADE-Grande [8] and Ice-TOP [14] in the intermediate energy range $10^{16} - 10^{17}$ eV. Noticeably, in Fig.8, the difference among the spectra at $E_0$ about $10^{17}$ eV can be eliminated by an energy correction of only 3%. Such an energy shift is much smaller than the absolute accuracy of these experiments.

For the high-energy edge, the Tunka-133 spectrum is in agreement with Fly’s Eye [15], HiRes [16] and Telescope Array (TA) [17] data, and also (to less extent) with Auger [18].

The fine structure of the spectrum in the range of $10^{15} - 10^{17}$ eV does not contradict the so-called rigidity dependent model of the knee origin [19]: any single galactic source provided the knee [20], accelerate particles up to limited maximal energy depending on the charge of nucleus $Z$, $E_{\text{max}}(Z) = Z \cdot E_{\text{max}}(Z = 1)$. In this interpretation the position of the first (classical) knee $3 \cdot 10^{15}$ eV corresponds to the proton cut-off, and the energy $8 \cdot 10^{16}$ eV indicates the cut-off of iron nuclei ($Z = 26$). The existence of more energetic particles can demand the discussion of the new galactic sources of unknown nature or (less probable) extragalactic sources.

5. **Further Experiments in Tunka Valley**

5.1 **Tunka-Grande: a net of scintillation stations**

The deployment of 19 scintillation stations will be completed in 2015. This array (called Tunka-Grande) consists of scintillation counters from the former KASCADE-Grande array. The stations are located near the centers of Tunka-133 clusters. Thus the effective area of the array is about 1 km$^2$. In each station 12 detectors are located on the ground surface and 8 detectors - underground for registration of muons. All the surface parts and 8 underground parts of the stations have been already installed.

Tunka-Grande DAQ, synchronization and control systems are similar to that used in Tunka-133. Common operation of Tunka-133 and Tunka-Grande will allow a more precise study of mass composition at the upper edge of the Galactic energy spectrum.

5.2 **Tunka-REX**

The Tunka-Rex (Tunka Radio extension) array [21] consists of 44 antennas deployed at the area of about 3 km$^2$. Among them 38 antennas are installed in the central dense part
of Tunka-133 array of 500 m radius. Antennas can operate under both Tunka-133 or Tunka-Grande triggers. The first common operation of Tunka-REX and Tunka-133 has shown that radio measurement of the primary energy provides almost the same accuracy as Cherenkov light measurement if the main EAS parameters (arrival direction and core position) are reconstructed by the data of Tunka-133 [22]. Common operation of Tunka-REX and Tunka-Grande will provide much more statistics in the energy range $10^{17} - 5 \cdot 10^{18}$ eV due to the total day and night duty cycle.

6. Conclusion

1. The primary CR energy spectrum in the range of $6 \cdot 10^{15} - 10^{18}$ eV has a number of features: the spectrum becomes harder (the index changes from $\gamma = 3.23 \pm 0.01$ to $\gamma = 2.99 \pm 0.01$) at $E_0 = 2 \cdot 10^{16}$ eV, then steeper with $\gamma = 3.07 \pm 0.03$ at $E_0 = 6.3 \cdot 10^{16}$ eV, and finally even more steeper ($\gamma = 3.34 \pm 0.11$) at $E_0 = 3 \cdot 10^{17}$ eV.
2. In the energy range of $10^{16} - 10^{17}$ eV, the Tunka-133 spectrum is consistent with the spectra of KASCADE-Grande [8] and IceTop [14].
3. Beyond the energy $10^{17}$ eV, the Tunka-133 spectrum is consistent with fluorescent light experiments Fly’s Eye [15] and HIRES [16] and with the hybrid experiment TA [17].
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