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Abstract

A General Purpose Research code for fast/precisgion of non-Darcy multicomponent two-
phase flow with phase transitions has been develapel validated against E300. Having a
higher resolution and preprocessing approximatibrpltase diagram as options, the code
provides the desired accuracy in less CPU time @sventional ones. In particular, it
demonstrated good coincidence with E300 in accueaxy time consuming. A workflow that
minimize the grid size and polynomial degrees retpeefor a specific problem solution with a
desired is suggested and primarily validated. Sachmization may lead to significant decrease
of CPU time which is important for heavy simulagorAn attempt to apply the suggested
workflow to optimize condensate recovery in gasemnsate reservoirs with high permeable
zones is undertaken. The experiments with E300 lation demonstrated the necessity of non-
stationary BHP effect modeling. Dependences ofdbledensate mass change of at different
vibration modes with and without non-Darcy effesisre obtained. There are both positive and
negative effects.

Introduction

Gas-condensate field is complicated system congisif hundreds of components. It may be
difficult to evaluate the productivity of such fielnd, therefore, precise description of phase
equilibrium is required. In the process of fielgowitation the pressure may fall down below the
critical point and, consequently, retrograde cosdéon may start. Gas under high temperature
and decreasing pressure turns into liquid causiaglecreasing of gas relative permeability and
as result, of well productivity. Hydraulic fractang is a common practice to improve productivity
of gas-condensate wells. In this case inerti@o$f play significant role, as the velocity of €lui
flow become high, and as a result, Darcy's law aslanger valid. It is well-known that
neglecting of inertial effects may lead to ovemasting of well productivity in two-three times
[Mohan et al]. Naturally-fractured reservoirs desespecial attention [Belhaj et al]. Complex
geometric structure of such reservoirs, contaimrany narrow fractures leads to increased flow
rates. Also large pressure gradients may arisetaltige decreasing of gas relative permeability
when retrograde condensation takes place. Thusraecestimation of non-Darcy effects is very
important to correctly evaluate the performancéeadfl. Non-Darcy effects are especially strong
in the well-bore zone, where the flow can be vaffegent from the picture on the extent of the
reservoir due to its high permeability of this zpas well as the substantial spatial and temporal
dependence. Therefore, traditional commercial satou$ fields are not always suitable for
modeling of such flows, especially if the purpodgethe study to investigate transient effects.
These effects arise, for example, in the problerthefoptimization of gas condensate recovery
when flow rates change unsteady. In this regaelattempted to apply for such studies the
compositional code developed at the Schlumbergeschle Research.



Historically, the research code has been develdpedmaking SLB streamline simulator
FrontSim functionality increased, so, only 1D versivas designed. In addition, the specificity
of reservoir- scale simulation is a fixed computadil grid. On the contrary, a researcher is free
to select grid size for well-bore zone, so one nsigte problem concerning grid size
minimization (and hence the estimated costs) byrawipg the scheme resolution. Although
there is two-parameter higher resolution TVD schememplemented into research code,
systematic study of these parameters influencenwisarried out.

In addition, the feature of the research codeaspibssibility of calculating the phase equilibrium
in the two approaches: a standard one is basedloimg the problem of phase equilibrium in
the hydrodynamic calculation, and the alternatippraach, in which a decision is made in
advance. Specifically, the parameters of phaseliequm are approximated as a function of
pressure and temperature and restored in the grotesmlculations [Belov et al], [Lysov et al],
[Zhabkina and Myasnikov]. Currently this proceduise carried out to determine phase
compositions, while the phase densities and vitessiare calculated from the known
correlations. The latter approach has already leeatuated to be computationally inefficient
[Lysov et al]. Finally, the accuracy of approximoats depends on the polynomial degrees used.
At the same time, the higher the degree of polyadsnithe greater the amount of required
computational operations to restore parameterhiase equilibrium. In the limiting case of zero
degree approximation can be reduced to the staraggbximation via K-values, which is the
least accurate, but the most computationally effiti

Thus, in light of the research code applicatiortite problems of flow in high permeability
reservoirs, there are some challenges: (1) to imgh¢ non-Darcy effects into research code; (2)
to extend the functionalities of research coddrtukate spatial flows, at least 2D; (3) to develop
a research workflow, which for a specific problemdagiven accuracy make its possible to
maximize the CPU efficiency by both increase ofdgresolution and minimizing the
approximation polynomials degrees. The developexkflow is then to be applied for modeling
of some gas-condensate recovery optimization meésiman

1. Problem statement

Implemented into the research code, the system aiat®ons describing two-phase
multicomponent flow has the form :

%mw(u'b'c'ﬁugbgcg)mk =0 (1)
"a—“t"’+div(u'b'+u9bg)+Q:o (2)



Figure 1. Schematic image of the computational domain. Ireli@dp correspond to injector
and producer. Depletion is modeled along the sarhemse with specially chosen values of
pandC, .

where C, - molar component concentratiorb',? - molar phase densitiesh,=b'S+b°(1-S),

S- saturation,k =1,...,N. — 1. Source-termsy, and Qdescribe inflow and outflow from a well

and depending on boundary conditions may be ewaluaith Peaceman formula or set to zero.
In case when Darcy law is applicable and capil&dfgcts are negligible we have:

K(S)
(@)

U =-K(x,y) (3)

Forchheimer equation is assumed to be traditionalfor considering of inertial effects and in
case of two-phase flow is given by:

- = #°(C) p PPl P
P K(x,y)kp(S)U + BoU \U \ (4)

The review of non-Darcy models and empirical catiehs of S -coefficient is to be found in
[Melnikova and Myasnikov]. In the present work waeuhe correlation
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for debugging calculations and more complicated &orethe problem of gas-condensate
recovery optimization:
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Equation (1)-(6) were solved in the domain of sigg<L xlin 2D and L, x1x1 in 1D
consequently, see Figurel. We used no-flow boyndanditions or cell with fixed pressure.



2. Computational Model

Hence it may be difficult to write the derivativé overall molar densitydb / dt in (2) in
general form, we treat it as a finite differencereoted during iterations on each time step. Its
value at the first iteration is taken from the poes time step. Consider it is know at the th
time step, as well as the primitive variablPsT, C, and phase compositions, densities and

viscosities. Then, pressure distribution is obtdibg implicitly obtained solution of the Poisson
equation with non-Darcy effects. As for solutiore may choose either the method of alternating
directions or the method of conjugate gradientse Hhgebraic multigrid algorithm is also
planned to implemented, but not yet. While metbhbdonjugate gradients is considered to be
more computationally efficient in comparison toeatiating directions method in 2D problems,
the latter is preferred in 1D cases. The conceatrat are updated with newly obtained velocity
field by explicit upwind scheme. The values of noear coefficients in all equations are taken
as an arithmetic average between first and currarations. After the new values of
concentrations, pressure and temperature are efbtatine phase equilibrium problem is solved
either by calling for E300 flash procedure, or bgtoring the data from the repository prepared
at the preprocessing stage specially.
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Figure 2. Main steps of algorithrmplemented in the 1D and 2D compositional reseaotte.



To implement Forchheimer equation, in other wordsdefine quantitiess,and FJ from
Figure 2 we use the approach decribed in [Tavaral.&pecifically from equation (4) we have:

p
UP=-0P Kkp Pikp (7)
A
U
Let us put
b = - ®
ND T PP

Then we obtain the Forchheimer equation, whichedsifffrom Darcy equation by additional
factor F,

KkP

ﬂp

Uf=-0OP—F% 9)

Following equation (8) we have:

P P
1 1. Bp fk \up\ (10)
Fuo H

Substituting the expression inside the module wght part of (1.9) we obtain:

p p p p p p
Fl _14 PP fk —OP Kkp Fo|=1+F, 2P fk —OP Kkp I (1)
"o u H U U
Let us put
p P p
E;='Bpﬂfk —Dpt[—kp (12)

where, for accuracy to be increadéen, is taken from previous iteration , not from prexgdime
step as it is done in [Tavares et al]. Finallynir(iL0) and (12), we obtain:

_-1+/1+ 4B

F
ND 2B

(13)

As it was already mentioned, the research codébas developed initially for making SLB for

the development of new physical functionalitiesoi@chlumberger streamline-based reservoir
simulator (FrontSim). The idea there was to impletmew effects into 1D research code which,
being a stand alone code, solved the completemysteequations of course. However, only a
part of it — namely composition transfer was itigigolanned to be implemented as an external
subroutine into FrontSim as a along streamline A®es. The pressure solution in all streamline
techniques is conventionally obtained from a sdpad® solution. However, it has been shown
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that such approach lead to mistake in front pasitigigure 3, upper figure, red lines). That is
why it was decided that the complete system of gomg equations should be solved along
streamlines, in spite of the fact that the pressistill determined from the 3D solution, and the
1D pressure is used only for more precise desorigif phase equilibrium. Results are presented
at Figure 3 (upper part, red and blue lines andrdi®ft part) Thus, the research code become
the General purpose research code since in its diBion it can be used for streamline
simulations as an external solver along streamlibesin 2D and 3D and, still in 1D version it
can be used as a stand along research code.
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Figure 3. Comparison of E300 and RC/FrontSIM with and withoptlated pressure. Blue and
black lines at upper panels correspond to E300RD¢pressure update respectively. Red lines
there — RS without pressure update. Left bottonepe 2D E300 solution, right bottom panel —

FS+pressure update.



3. Results of debugging calculations and grid optimization

To validate the 2D pressure solver and the totaitism with Forchheimer equation, following
numerical experiments were made. At first we stiidige case with two wells: injector and
producer, located at the corners of reservoir (feidl). Parameters of wells and reservoir may
be found in Tablel, Run #1.

Tablel
Run # 1 2 3
Mixture Cl1C0O2cC4C12 C1CO0O2C4 C10 C1CO0O2C4 C10
Composition in (0.2,0.78, 0.01, 0.01) (0.2,0.78,0.01, 0.01) (0.2,0.78,0.01, 0.01)
injector
Composition in (0.23, 0.01, 0.3, 0.46) (0.23, 0.01, 0.3 ,0.46) (0.23,0.01, 0.3, 0.46)
reservoir
T,C 72 72 72°C
K, mD 200 100 100
P , bar 210 117 130
Porod,bar 30 113 100
Reservoir, 2000x 2000 2000x 100 200Qx 100
X(m)xY(m)
Grid MxN Mx1 Mx1
Injector coordinates (1,2) (1,2) (1,1)
Producer coordinates (M, N) (M, 1) (M, 1)

To demonstrate strong non-Darcy effect influence ritodel correlation (5) was used wifh-

coefficient was three time as higher as that catedl one, specificallg = 3x10® cmi*. Figure 4

shows the concentration distribution of the firstnponent of the same points in time, resulting
from calculations on the E300 (left panels) and rémearch code (right panels) in the case of
Darcy flow (top) and Forchheimer flow (bottom). Wijood match for all the results one can
observe some boundary effects. These effects eli&kmown in reservoir simulation community
and people believe they can overcome the problemmpiementing 9-point scheme instead of
5-point one (which is used to obtain both solutibese). However, the simulation results of the
same flow with 9-point scheme implemented into E3Gf/e shown that the problem is
something else. Indeed, Figure 5 shows that boyreféects disappeared on a 120x120 grid if a
9-point scheme is applied in the E300 simulatidns,appeared again on a finer grid. Since the
study of the peculiarities of 2D and 3D pressutatgmn is not the major goal of this research we
just point out the problem here and go further witin validating with 1D models.

Let us verify the order of approximation of the egtes implemented in E300 and research code.
For this we construct a shock-free solution indhe-dimensional displacement problem, for
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Figure 4. Concentration distribution of the first componehtilte same points in time, resulting
from calculations on the E300 (left panels) and rksearch code (right panels) in the case -of
Darcy flow(top) and Forchheimer flow (bottom)

which we took the compositions in the reservoir démel injector sitting inside the two phase
domain on one and the same node at reservoir peegad temperature conditions and then vary
pressure slightly during the simulations to avdidck appearance due to pressure change (Run
#2 in Table 1). The results of calculations perfednwith E300 and the research code on a
system of several grids with dimension factor oeéhare presented in Figure 6. Trebling points
in the finite-volume sampling made it possible tain a set of points belonging to each of the
grids. Then in the obtained sets of points thetikaaerror from the reference solution was
calculated. In our case we assume 3240 cells enlut be reference. The results of these
experiments show that the relative errorLinnorm decreases almost by 3 times with increasing

dimension of the grid in the same 3-fold, thustthe schemes are of first-order approximation.

We now consider the shock-type displacement, (R8nir# Table 1). Figure 7 shows the
convergence of E300 to the reference solution dB87cells (bold red line). Just as in the shock-
free case, the dimension of the grid increasesfagtar 3, but the norms ratio is less than 3 (see
table 2) and tends to 3 with increasing the dinmmsif the grid.

To answer the question with which speed the salutemds to convergence, let us return to
Figure 7, where a bold green line denotes the isoludbtained by a research code on the grid
with 360 cells. The difference from the referenokiton is 5.5%, while the E300 on the same
grid differs by 10.2% (see table 3).



1800
1600
1400
1200

1000

1800
1600
1400
1200
1000
00
o0
400
200

200 400 600 200 1000 1200 1400 1600 1800 200 400 600 200 1000 1200 1400 1600 1800

1800
1600 .
1400 :
1200
1000
&0 :
&0 _
400
200 :

200 400 600 200 1000 1200 1400 1600 1800

Figure 5. Results of displacenet problem simulation witheti#nt calculations schemes. Top left
panel — E300, 120x120, 5-point scheme; Top mnel — E300, 120x120, 9-point scheme;
Bottom panel — E300, 1080x1080, 9-point scheme

075 T 075 T
07 4 07
— E300, 360 cells ——RC, 360 cells
085+ —E300, 1080 cells ] 0851 ——RC,1080¢cells | ]
- —— E300, 3240 cells - —RC, 3240 cells
o 1)
g 08r g 08
2 2
-] o
g oss £ osst
o o
o 1]
05 05
045 045
04 | \ . | \ . | \ | 04 | \ . | \ . | \ |
0 00 200 300 400 500 600 700 800 900 1000 0 00 200 300 400 500 600 700 800 900 1000
Xm X, m

Figure 6. Calculations of free-shock displacement, performagith E300 (left panel) and RC
(right panel)



0.5 T T T T T T T

0.45 .| —— E300, 29160 cells
—— E300, 9720 cells
—— E300, 3240 cells

R p— E300, 1080 cells I
= RC,360 cells, 2 ord
YU pa3s) ) i
= - = E300, 87480 cells, reference soluticn
=]
= 03 i
a
3
5 p25 -
Q

02 —

0.16 -
01 1 1 1 1 1 1 1
0 50 100 150 200 250 300 350 400

X, m
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Table 2
Solution Norms L2 Grid resolution ratio Norms L2 ratio
E300, 87480 cells
— reference solution
E300,1080 cells 7.9% 3 1.52
E300, 3240 cells 5.2% 3
E300, 9720 cells 3.0% 1.73
E300, 29160 cells 1.4% 3
2.14
Table3
Solution Norms L2
E300, 87480 cells — reference solution
RC, 360 cells 5.5%
E300, 3240 cells 5.2%
E300, 360 cells 10.2 %

The reason is that so called higher resolutionreehis implemented in the research code as an
option. Such schemes are well known in computatiby@odynamics and become popular now
in reservoir simulation community [Malison et ejpecifically to the system (1)-(6), the ques-
tion on the scheme resolution is related to howaaleulate functionsf,,,,, = K,K (Figure 2),
defined on the intercell boundaries. We need tmkthere phase densities, relative permeabili-
ties and phase viscosities which all are functminsomposition determined at the center of the
cell. One can use (as it was used before) the eshfitst order accuracy upwind specification
for all the listed functions:f,,,=f if B,-P<0,and f_,,=f,, otherwise. The higher

resolution scheme can be constructed if one define
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1 ~ z
fi+1/2 = >(i +Z{(1+,7)Ai+1/2+(1_,7)Ai—1/2} (14)

where

Dy, =Min mOd{ﬁAi—yz ’Ai+1/?} ; Ai—1/2: min moéAi— w2 P 1/} (15)

-1<n<1, ﬂsi_n, minmod x By} = sgn{ )max{0,min{ By sga( (16)
-1

The value,, A,,,, can be optionally defines aX, =f , A,,=f,,—f , or, to attain

“second” order approximation in space and in timeX, = ', A,,,=f,,—f , where aste-

risk denotes the values obtained as a result @fatime promotion of the solution by the first
order accuracy scheme (“predictor-corrector” tegha). With the maximal values of compres-
sion parametergs this technique allows to increase the resolutimperties of the scheme in 9

times (the solution presented by bold green curd@gure 7 was obtained withh=0.5).

4. The optimization results of hydrodynamic calculations based on

phase equilibrium approximations

The approximative technique being developed in IbtRseveral years is based on the physical
fact that in thermodynamic equilibrium there is d@aene correspondence between bubble
points and dew points within a two phase domairatTheans, that tie lines (segment across the
two phase domain) do not intersect inside it anel @an introduce alternative set of independent
variables. Namely, for the fixed pressure and teatpee each point inside a two phase domain
of phase space can be characterized by a scataliip component concentratiofi; and a

vector-parameter of tie-lines anpl:{C;”,...,Cﬂ,“c_l}. The change of the variables from the set

C,.C,,...Cy . to the setC,,y has a series of advantages; one of them is thatetveset variable
is very convenient to perform the precise approxiomeof phase equilibrium.

In the developed in [Belov et al] approximation,catied Q-values

ck-ck 1-kk
= = 17
are primarily approximated by polynomials in thenscendental way:
Qf = A7), Q. = QFR() (18)

The degrees of polynomials can be arbitrary, thghdri they are the more precise the
approximation is and the more CPU time is expetiegconstruct the phase parameters during
hydrodynamic simulations. The simplest case of ziggrees is equivalent to the const&n
values case. Originally, the polynomial approximas were constructed for the fixédand T .

If one need to perform the hydro simulations fag kmown range of pressure and temperature
variations he has to perform the preprocessing wbdgpproximation construction for ea¢h

11
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and T in the range, put the polynomial coefficient intarage and understand a rule how to take
them off there during the simulation. While in {r@vious methodology approximation of phase
viscosities and densities was carried out and e@eenmmendations for optimal selection of
polynomials degrees were made, in the hydrodynamaiculations the known correlations of
these quantities were used, that appeared to bputationally inefficient.

In the present work we extended the approximat@msiscosity and density, having in mind,
however, that they depend on composition in ones@lilbmain and the approximations are not
applicable there.

Figure 8 shows comparison of two options impleméni¢éo Research code: E300 Flash and
approximations for a three component C1C4C6 mixwith all polynomial degrees equal to 2

and with pressure range splitting in 20 parts. Ag onay see, approximations give perfect
coincidence: these cases differ by only 0.4% imbgmn.

Below is a schedule of CPU cost in case of E308H&nd approximations (Figure 9). It is seen
that the gain in the case of approximations igr@®$4. The benefits of using approximations of
densities and viscosities are not very noticeasan one-phase region E300 Flash was used.

Together with the result of the previous sectide purpose of the use of phase equilibrium
approximations can be formulated as follows. mer given problem, given mixture and given
flow regimes (pressure rates, NonDarcy paramete)ste tune the problem in the simplified
regimes by minimizing the required grid, and thdypomial degrees which still provide the
desired accuracy. The accuracy here is externahpgter and, for researcher, can be either fixed
or chanded during the research process. Thatgwan be performed on 1D problem and then
used for 3D, or, for steady state problem and thesd for transient one. While the proposed
workflow is not automatic, it could be very valuablor solving time consuming research
problems such as ones related to gas-condensats fiwoblems in well-bore zones and
naturally-fractured reservoirs.
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5. Comparison of two optimizations

The previous sections have described two approachgignificantly improve the efficiency of
the research code. First, it is reducing the sfzda® computational grid, and secondly reducing
the time cost by minimizing the reconstruction paegers of phase equilibrium in the
hydrodynamic calculation. Figure 10 shows the testicombining these two approaches. It is
easy to see that in the result of the use of apmabons, the accuracy is not only not
diminished, but even increased and amounts to 4.7%
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Figure 10. Comparison of optimization methods efficiency

13



80 T T

CPU time
70| —
E300, 3240 cells, RC, 360 cells, 2ord

sol| L2=5.2% +Approximation, .
L2=4.7%

80

40

30

10+

1

Figure11 Time-consuming chart fd&¢300 and RC

But of particular interest is the timing diagrarncén be seen that to achieve the same accuracy
of the solution time costs of our research codeomsparable or even less than the cost of
commercial simulator E300. Although E300 has ard&dU advantage with respect to the RC in
the sense of relative to the cell numbers CPU tthmeyesult in Figure 11 can be considered as a
achievement. The point is that E300 is an optimigeda programming sense) commercial
simulator with very good time stepping algorithmhil® RC is a not optimized, and chose of a
time step is made by the simpliest CFL conditioowdver, Figure 11 indicates that wee can use
the RC with the same absolute efficiency as E30QHe research purposes where E300 is not
convenient for applications for some reasons.

6. Application: Optimization of gas-condensate recovery

As practical application of this research we coaesithe problem about optimization of gas-
condensate recovery. During the development ottgadensate fields pressure can significantly
reduce and become lower than the dew point. Thagdsle¢o the phenomenon of retrograde
condensation when gas in the isothermal case iata liquid because of pressure decreasing.
Formed condensate creates the so-called conddreaitepreventing from gas movement. Even
when oil saturation reaches its critical valuel,noobility is still much less then gas mobility,
that adversely affect the production of gas. Tleef the question of interest is to find
technological regime, allowing to decrease the sfazsank conserving gas production.

At the beginning of the study two cases with tworizantal wells located in the high-
permeability zone were considered, see Figure B cdsidered the 9-component mixture with
composition N2 C1 C2 C31C4 NC4 F1 F2 | identified as a simplified realistic compositioh o
Vuktylskoe Field

In the first case the size of the area with constailow was small enough to create a non-
standard condensate structure. Namely, at firsdeasation occurred exactly in the area of
equipotential surfacé = P,,, (boundary of dark blue colored zone in left paradl&igure 13),

forming U - shaped structure just above the high-permealzitine.

Accumulated enough, condensate broke down undefotite of gravity, accumulated in the
bottom of high-permeability zone, and began to fkieady in the production well located
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Figure 12. Scheme of gas-condensate flow simulated with E300.
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below. However, it seems that the oil recovery dixad gas production does not change
depending on whether we use one well or two, asribexl above. This is due to the large
volume of produced gas and small fraction of preducondensate compared to condensed gas
at the surface.

The next experiment was done to minimize the téialv rate with hope to see a greater
contribution of condensate field in the resultingput. For this the computational domain was
expanded, and that resulted in accumulating oktitee condensate not the on the top of high-
permeability zone, but at lateral part of it. Thmwations with different well(s) positions inside
the high permeable zone indicated that in termgasf/ condensate recovery in this regime, the
best scenario was for one well located at the bottd the permeable zone, as could be
expected beforehand.

Therefore, we then decided to look for further soluin a class of time-dependent impacts on
condensate banks. Following [Rudenko & Kuzmichev)yvas suggested to restore the pressure
up to initial reservoir value by varying the bottdmle pressure in bottom wells (Figure 14),
and, consequently, to reduce the mass of condenBate ultimately, as a result of such
stimulation, cumulative production of oil and gaclihed. Since at that time we already knew
that the result of periodical BHP change could degeon the frequency of that change
[Zhabkina & Myasnikov], and, at the same time itsweechnically quite inconvenient to
introduce periodic change of boundary condition& 800 data file, we decided to pass the same
mixture through the similar exercise as was dondZhabkina & Myasnikov] for the 3
component model mixture.
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Figure14. BHP pressure over time

Namely, we considered one dimensional flowXrkY x Z = 400x 1x 1m’reservoir with uniform
permeability K = 100D and porosityg=0.13, where one producing well is placed in the first
grid cell. Pressure, composition and temperatineekept fixed constant at the outer boundary
and chosen such to provide a mixture to be in @ gase there. At the hole, pressure is
considered to a certain function of time, in parte, constant:

 ac(PamR)

P(t) = P,@+Asinf wt-t,)), t>t, g=12 (19)
t<t, 2P, ’

P

w!?
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For the initial temperature, and the expected dudepletion pressure, mixture is below due
point at the hole.

The developed above optimizing technique was applieen we studied this flow. Specifically,
we considered at first the case with constant vafudorehole pressuré,(=c in (19)) where
the flow solution for a given stationary boundaonditions after a certain time after the start of
depletion reaches a steady-state (Figure 15).daedf out then that simulations performed on
50 grid point with the high resolution scheme with= 0.5and maximum compression provide
acceptable accuracywith the minimal CPU time fothbsteady-state and transient regimes
(Figure 16).
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Figure15. Steady- state gas condensate bank in case of Radclforccheimer models for
depletion test-problem. The solutions are obtamethe £' order scheme on 50 cells).
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Figure 16. RC solution obtained with higher resolution sckeraaching the stationary state
(t=70andt =200days). Black, red, blue lines stand for grid with %50, 450 cells.

Optimization in terms of approximating polynomiagitees has not been performed in this case
because of the fact that the concentration of hedeyents in the gas phase is small. The thing
is that one had to choose the high degree of paljgls to ensure the positivity of these
quantities and, therefore, the approximation bemme-consuming. Additional research
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addressing such cases should be held in the f(tunsider the possibility to simply null these
values if they become negative, for example).

As a result of simulations witl, =260in (19), cumulative condensate mass excess was

obtained over time, see Figure 17. In contrastZttapkina & Myasnikov], for real formation
mixture we found no positive effect when=1. Nevertheless all the results are understandable
from a physical point of view. Additional studieBinfluence of mixture compostion as wells as
non-stationary regimes are of undoubted interest.
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Figure 17. RC solution (total cumulative excess of condengatiie reservoir), obtained with
higher resolution scheme in the process of pertimbaof the stationary condensate banks in
different modes.

Conclusion
In the present study the following results wereaoi®d:

A “General Purpose” Research code for fast/peeswlution of non-Darcy multicomponent
two-phase non-isothermal flow with phase transgibias been developed and validated against
E300. Having a higher resolution and preprocesapgyoximation of phase diagram as options,
the code provides the desired accuracy in less @R& as conventional ones. In particular, it
demonstrated good coincidence with E300 in acquaad time consuming.

A workflow that minimize the grid size and polynahdegrees requested for a specific problem
solution with a desired is suggested and primardlidated. Such minimization may lead to
significant decrease of CPU time which is importantheavy simulations.

An attempt to apply the suggested workflow to ofencondensate recovery in gas-condensate
reservoirs with high permeable zones is undertalére experiments with E300 simulation
demonstrated the necessity of non-stationary BHfecefmodeling. Dependences of the
condensate mass change of at different vibratiomades with and without non-Darcy effects
were obtained. There are both positive and negafieets.
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